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1 EXECUTIVE SUMMARY  

 

COMPANY is a share registrar for 30% of S&P500 and 49% of FTSE100 

companies, who rely on COMPANY to provide secure, optimized and modern 

services including analytics and insights that could protect them from market 

manipulation and market anomalies. In an era of algorithmic insights and trading the 

best way for COMPANY to understand how it can protect its clients is for it to 

understand how ML algorithms can generate insights in this area.  

This report aims to explore time series forecasting and anomaly detection 

techniques, which enable creation of predictive model for ‘beating’ the market. Such 

a model could later be further developed to identify use of “spoofing”, a technique 

where fake orders are placed to create an illusion of supply and demand, “wash 

trading”, where same security is bought and sold to create artificial activity, which 

can lead to price distortions, or “flash crashes”, caused by High-frequency trading 

algorithms, which can erode investor confidence. 

Clustering algorithms can help identify abnormal trading patterns, SARIMA or ARIMA 

models can identify unusual spikes or drops, and supervised learning models can 

use historical data to create an understanding of what is “normal” to help detect 

suspicious activity. Regression models can discover patterns to help identify 

relationship between various features, such as the impact of trading volumes on 

share prices, while deep neural networks can tackle even the largest datasets and 

predict future anomalies, or anomalies in their inception, allowing COMPANY to be 

proactive rather than reactive. Insights gained from the above can be turned into 

automated alerts or further predictive analysis.  

As this is a POC, publicly available data will be used throughout and will help 

demonstrate need for preprocessing, feature engineering and ways to tackle real-

time data feeds. 
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4  ALGORITHMS AND APPLICATION AREAS 

The quest for forecasting timeseries data can broadly be divided into algorithms that emerge from the 

field of statistics and those that fall under machine learning. Both approaches will be considered in 

hopes that insights gained can build upon one another. 

4.1 EXPONENTIAL SMOOTHING MODEL (EMA) 

Exponential Smoothing is a variation of the Moving Average method, with the added consideration of 

decreasing importance of past data points. Financial Services companies can benefit from metrics 

such as these for estimating a mean around which future stock prices are expected to oscillate, or for 

changes in trend directions whenever prices cut through the EMA line. 

 

Figure 1- Future forecast using Exponential Smoothing model alone. As seen is not sufficient for anything but 
simplest mean prediction 

Although EMA itself is a supervised approach, once the best fit alpha is chosen, it could also be used 

as root of a classification model that aims to predict changes in trend. As seen below EMA that is only 

cut by definitive trend reversals could be trusted to indicate significant market movements. 
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Figure 2-- Exponential Smoothing by various factors on historical data points 

When we extend the forecast horizon, as seen in earlier Figures, the EMA simply flatlines as its 

extremely autoregressive, however single value prediction plotted over the long-term reveals, that 

EMA can be a useful indicator. For example, an EMA with alpha=0.05 seems mostly cut only when 

the trend reverses (green arrows), which can then be used to predict further market movements. 

However even this line is inconsistent when there are periods of market hesitancy (sideways trend, 

highlighted in red) and so could best serve as only one of many indicators used in a bigger model. 

  

Figure 3- Exponential Smoothing for long-term trend reversal analysis 
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4.2 ARIMA, SARIMA AND SARIMAX 

The ARIMA and SARIMA use supervised learning to forecast time series data of market assets. 

These techniques effectively model linear relationships as well as capture seasonality in data. 

SARIMAX differs from SARIMA in that it adds External factors, economic indicators and/or market 

sentiment, which is expected to increase forecast accuracy. Choice of external factors introduces 

some risk for bias and fairness needs to be maintained together with transparency with stakeholders 

on how the algorithm is trained. 

4.3 LSTM NEURAL NETWORKS 

LSTM Neural Networks are expected to be useful for timeseries forecasting due to their ability to infer 

from past events to which they have access within their design. Due to its more versatile nature and 

ability to pick up on various patterns found in the data a neural network could serve as the top layer of 

the model that would generate the prediction, based on the EMA and ARIMA insights. It could be 

trained on many other indicators and features, including market sentiment reports either publicly 

available or calculated by an NLP model based on available stories. LSTM autoencoders can be used 

for anomaly detection (Hong, 2024), as they are able to learn patterns from normal data and identify 

when the pattern changes indicating e.g. trend reversal or even potential black swan event. 

As such an ensemble model would be required, which effectively collates knowledge and insights 

from various ‘expert’ models to reach a conclusion. The nature of the conclusion is dependent on the 

type of problem we are trying to solve. It could either try to project the prices into the future, but it 

could equally well output a binary / multiclass classification indicating if the moment is good for trading 

long or short or if the market is bearish or bullish. 

4.4 TIME SERIES CLUSTERING 

Time series clustering is an unsupervised learning technique that organises data points into groups 

based on similarity to maximise similarity within groups and minimise it across groups. This aids the 

anomaly detection algorithms in more complex setups (McConville, Santos-Rodriguez, Piechocki, & 

Craddock, 2019). The idea is to use combination of clustering and autoencoder approaches to 

discover the underlying clusters. 
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Figure 4 - Clustering Neural Network  translating Time-series data into clusters 

 

4.5 LEGAL SOCIAL AND ETHICAL DIMENSIONS 

For all the above algorithms, multiple potential issues arise; all require established data privacy and 

governance practices to ensure compliance with FCA and to prevent inaccurate predictions. However, 

in the realm of AI established policies are often missing, which means COMPANY needs to take extra 

precautions to consider risk of market manipulation stemming from the tools it develops to tackle 

market manipulation itself, e.g. internal misuse.  

Proper risk assessment should reveal and help tackle ethical issues in using predictions to guide 

investment strategy, or delivering potential market manipulation insights to staff who can themselves 

abuse the market, especially with their additional, role related, knowledge of insider information. Full 

transparency in this area should promote trust and help react to any ethical issues, previously 

unbeknown, as they arise.  

Wherever decisions are made using the algorithms, it must be remembered that these are prone to 

bias and so these actions will need to be explained to stakeholders and grounded in objectivity. This 

will also prevent discrimination arising from the insights gained. In the case of COMPANY the most 

obvious risk is for an algorithm to be much better at providing analytics to big data companies, where 

training data is abundant, at a disadvantage to the small businesses, who might not have sufficient 

data. Alternatively, small business shareholder profile might be different from that to which the models 

have been trained, effectively providing inaccurate predictions to the small businesses, while 

remaining accurate for the big. 
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5 MODEL BUILDING USING PYTHON  

5.1 ARIMA MODEL 

5.1.1 Data Collection (historical price data) 

For this report a publicly available stock price data for Apple has been used, sourced from a free 

account tier API offered by Tiingo. The dataset consists of close, high, low, open, volume and 

adjusted equivalents of each of those, as well as ‘dividend cash’ and ‘split Factor’ records for AAPL 

stock from 01/01/2000 until 28/06/2024. There are many stock data providers both free and paid, 

including finance.yahoo.com, however the accuracy of the data at this key stage of the data scientist’s 

journey is paramount. This is due to the complex nature of the stock market, with various calculations 

being used by brokers, registrars and providers of stock data and only some adhering to the 

international standards. Tiingo was selected as it came on top in a comprehensive analysis available 

publicly from a third party (Rubsamen, 2022). 

5.1.2 Data Preprocessing (cleaning and normalization) 

Various transformations of the data were necessary to prepare it for modelling. First a decision had to 

be made as to which features of the dataset to use. ARIMA requires a single timeseries to work so the 

choice was really between the close price and adjusted close price. The difference between the two 

was in whether Apple’s multiple stock splits throughout its history were taken into account and how 

both approaches would affect the model. 

 

Figure 5 - Close and Adjusted Close price of AAPL stock 

This decision affects the subsequent need to differentiate the series in preparation for ARIMA. 

Differencing simply takes the difference between current and previous value and the inexplicable 

sudden drop of the price would only confuse the model which is trying to discover patterns in the data. 
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Figure 6 - ADF test showing that AAPL stock is NOT stationary 

 

Figure 7 - Differencing performed on the Close price (spikes are stock splits) 
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Figure 8 - Differencing performed on adjClose data (the increase in volatility is actually the effect of the 
adjustment, which replaced earlier prices e.g. $100 with $0.08 to account for the splits) 

As can be seen in the figure above even adjusted differencing presents a challenge, therefore it may 

be better to make the series stationary using percentage change. 

 

Figure 9 - Percentage Change differencing performed against the adjusted stock price (to eliminate stock split 
spikes) 
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Figure 10 - Zoomed in differenced AAPL percentage change time series 

As can be seen in figure above, the stationary pattern of the AAPL stock emerges and can now be 

fitted by the ARIMA model. 

 

Figure 11 - Successful ACF and PACF test against the arima dataset 

5.1.3 Model Training 

Multiple experiments have been conducted using various p, d, q parameter options, despite the ACF 

and PACF tests not presenting a picture that can be analysed manually with ease. The automatic 
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process has therefore been chosen, which selected (0, 0, 1) for the p, d, q variables. The ‘d’ stands 

for differencing, which is expected to be a 0 since we have already differenced the timeseries using 

pct_change, as opposed to the standard differencing that is performed within the ARIMA model 

against the values themselves.  

 

Figure 12 - auto_arima results, indicating best fit model parameters 
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Figure 13 - Manual testing of various ARIMA models, did not yield good enough results. As can be seen here the 
P>|z| variables that are close to 0 indicate good fit, of which there is only 1 
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Figure 14 - A function developed to facilitate repeated experimentation 

5.1.4 Model Evaluation (MAE, RMSE) 

Using a train and test split only (without validation split) of 80% to 20% an auto_arima test was 

performed: 
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Figure 15 - 80/20 split auto_arima test result (fitting) 

This was then plotted on a graph to visually compare and assess the results.  

 

Figure 16 – ARIMA test results plotted on a graph. The blue line quite correctly forecasts the general trend 
direction of the stock inferred from the pattern of growth learnt in the train data segment 
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5.1.5 Results 

The results of ARIMA test and visualised results may make the viewer optimistic, as it appears the 

model ‘predicted’ the extreme growth of AAPL stock. However, on the other hand the match could be 

attributed to luck, as stocks do not behave in a predictable way. Apple could have declared 

bankruptcy in an alternate timeline and any such model still cannot be used for any long-term 

prediction.  

It must also be noted that the model does not measure its own accuracy for this long-term prediction, 

which would be a very harsh treatment if it did. Many experiments out there do apply a metric such as 

MAE or MSE, however it is argued here that for this particular use case – predicting the future 

movement of stock price – it is not actually telling us how well the model performed, because we are 

not interested in how exactly the model is able to follow the actual line, but if its prediction can benefit 

the shareholders. Shareholders, do not want to know the exact price of AAPL in 3 months’ time, but if 

it will generally be increasing or decreasing, which ought to change our approach. 

5.2 LSTM 

5.2.1 Data Collection  

For this experiment the Microsoft (MS) stock price dataset was chosen, to avoid the stock split issues 

described before. Yahoo Finance was used to fetch the entire history of MS and then focus in on the 

Close price only. 

5.2.2 Data preprocessing (feature selection and scaling) 

This dataset also required basic preprocessing such as datetime formatting, however the application 

of neural network required a few more steps.  

 

Figure 17 - Microsoft historical Close Price 

Dataset was then transformed into a windowed dataset, where each time point would be looking at 3 

past Close prices (features) to predict that time point’s Close price (y). 
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Figure 18 - df_to_windowed_df function facilitating windowing of the Microsoft dataset 
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Figure 19 - Dataset snippet showcasing the windowed dataset 

The dataset was then divided into a train, validation and test segments using a 80/10/10 split, as 

shown below. Earlier experiment using the entire history from 1985 showed that the neural network is 

unable to extrapolate – that is model recent prices, because it has been trained on majorly much 

lower prices in the 1985 – 2020 period. Hence a shorter period was selected from March 2021 until 

now. 
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Figure 20 - Train, test, val split 

5.2.3 Model training 

While the theoretical basis of the models is well explained, more focus could be placed on 

optimizing these algorithms, perhaps by discussing parameter tuning or model validation 

techniques. 

An LSTM Neural network model was created using TensorFlow Sequential API, using a standard 

recommended parameters of 64 neuron LSTM cell and ‘relu’ activated Dense layers leading to the 

Output layer that predicts the close price. Standard settings and 0.001 learning rate of the Adam 
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optimizer have been used to create a base model 2 experiment (counting the full history test as base).

 

Figure 21 - LSTM Neural Network model using Sequential TensorFlow API 

A training consisting of 100 epochs on this date limited dataset achieved a MAE of 4.7 and val_loss of 

32, as compared to an earlier experiment where the entire dataset was used, which achieved only val 

MAE of 8.9 and val_loss of 240 dollars (where the stock close price itself is around the same mark). 
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5.2.4 Model Evaluation 

The model results were then plotted for visual evaluation and it appears to be sticking closely to the 

actual prices during the training phase, as well as during validation and test. 

 

Figure 22 - Train, Val and Test results as compared to observed values. Additional graph shows previous attempt 
using entire historical data available and its inability to predict in an area it was not trained on 

5.2.5 Results 

Despite the above promising results, it must be acknowledged that the model is simply predicting the 

next day’s close price knowing last 3 days, and so it can be expected it will become proficient at that. 

However, such predictions are still autoregressive in nature and a similar visual result would be 

achieved with naïve Bayes model that simply expects tomorrow’s price to be the same as today (or a 

number of lagging indicators such as EMA). 

When this neural network was reconfigured to predict a longer window, it simply predicted the same 

price over and over, as it lacked the feedback it previously received from being updated with actual 

data every day. 
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Figure 23 - Same LSTM Neural Network when predicting long-term (Recursive Predictions) shows a flat line 

This serves to prove that it is not the kind of algorithm or neural network that is paramount, but the 

approach we take when thinking about the problem. The model needs to be inherently built with 

assumptions about the market and learn from them and its prediction needs to be fit for purpose and 

divided into at least the usual constituent elements of trend, seasonality and exogenous variables 

(DATA+AI Summit 2022 (Databricks), 2022). 
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6 THEORETICAL AND MATHEMATICAL FOUNDATIONS  

6.1 (S)ARIMA(X) 

Theoretical Basis: ARIMA (AutoRegressive Integrated Moving Average) models are used for 

analyzing and forecasting time series data. 

Mathematical Foundations: 

S (P, D, Q) s: Seasonal – aims to capture seasonal relationships expected. Small ‘s’, e.g. 5 (days) or 

12 (months), etc. Large letters are the Seasonal equivalent of the ARIMA parameters 

AR (p): Autoregression - relationship between an observation and several lagged observations. 

I (d): Differencing - making the time series stationary. 

MA (q): Moving Average - relationship between an observation and a residual error from a moving 

average model applied to lagged observations. 

6.1.1 AR – Autoregressive 

The formula: Yt=ϕ1Yt−1+ϕ2Yt−2+…+ϕpYt−p+ϵt 

The autoregressive part expects that the model is linearly dependent on its own previous values and 

expresses that relationship in the mathematical equation above, which can be translated into plain 

speech: 

Value of this time step (Yt) is made up of a number of parameters (ϕp) calculated against the previous 

timesteps (Yt−p) and what remains is white noise (ϵt). 

6.1.2 I – Integrated (Differencing for stationarity) 

The formula: Yt′=Yt−Yt−1 

This aspect of the model aims to separate the statistical components of the time series from its 

temporal properties. For example, Apple’s stock price today is a cumulative value of its entire 

existence on the market. However, its changes each day are governed (or expected to be governed) 

by some statistical relationship. 

6.1.3 MA – Moving Average 

The formula: Yt=ϵt+θ1ϵt−1+θ2ϵt−2+…+θqϵt−q 

The MA aspect of the model expects that the current value (Yt) depends linearly on both current and 

various past values of the white noise error term (ϵt, also mentioned in AR section above).  

6.1.4 S – Seasonal 

The formula: ϕp(B)ΦP(Bs)(1−B)d(1−Bs)DYt=θq(B)ΘQ(Bs)ϵt 

The relationship being captured in the equation above can be described in plain speech as: 
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The non-seasonal and seasonal AR, I and MA components are all taken into account as well as the 

backshift and white noise.  

6.2 LSTM NEURAL NETWORK 

LSTM neural networks are a type of RNN networks designed specifically to capture long-term 

dependencies in sequential data. This is done by dealing with the problem of vanishing gradients, 

whereby the backpropagation would deliver exceedingly small loss functions.  

LSTMs use an architecture of memory cells and gating mechanisms, namely an input gate, a forget 

gate and an output gate. The hidden state from the previous time step is incorporated into current 

time step. 

6.2.1 Input Gate 

The formula: it=σ(Wi⋅[ht−1,xt]+bi) 

This gate helps establish what new information should enter the cell state 

6.2.2 Forget Gate 

The formula: ft=σ(Wf⋅[ht−1,xt]+bf) 

This gate helps establish what part of the information in the previous cell state should be forgotten. 

6.2.3 Candidate Cell State 

The formula: C~t=tanh(WC⋅[ht−1,xt]+bC) 

This step helps create a new cell state, that is then merged with the existing cell state. 

6.2.4 Remaining elements 

What follows is an update to the cell state, which combines both the old and new information. This is 

then passed to the Output gate, which helps decide which part of the current state will form next cell’s 

hidden state. Finally the Hidden State of the SLTM unit is established. 
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7 SOFTWARE ENGINEERING PRINCIPLES  

(around 400 words) 

Imagine one of the models developed in Task 2 was to be embedded as an intelligent component as 

part of a larger system with interfaces to other system components.  

• Provide an architectural diagram and describe the wider system. Justify the components. 

• Provide a plan to develop the system based on software engineering . The plan may be placed 

in an appendix and referenced here 

• Discuss how the data science team might work with software engineers to develop suitable 

testing and documentation processes 

7.1 ARCHITECTURAL DIAGRAM AND SYSTEM DESCRIPTION 

A larger system, of which these forecasting models will be a part, requires comprehensive 

architecture to establish a coherent investment decision support system. Such system will be made 

up of data processing, analysis and user interaction components, further broken down into Data 

Ingestion, Preprocessing, Prediction Engine, User Interface and a Reporting Module. 

7.1.1 Data ingestion 

Here, real-time data can be gathered from various sources, such as order books, trade volumes and 

price movements. A continuous and efficient flow of data into the system needs to be safeguarded, as 

it is paramount to accurate and timely analysis. 

7.1.2 Preprocessing 

Here, steps such as cleaning, normalization and feature extraction would happen, which may be 

dependent on details of the data stream (e.g. varied from stock to stock). Advanced techniques will 

need to be implemented, such as dimensionality reduction and outlier detection to help prevent the 

model breaking down without the end-user even realising (it would still churn out predictions but 

based on bad data).  

7.1.3 prediction engine 

This would be the heart of the system, where models such as ARIMA or LSTM neural networks, or 

ideally an ensemble of various expert models and indicators is used to handle both short and long-

term forecasting.  

7.1.4 user interface 

Predictions generated need to be displayed in a real-time dashboard, allowing users monitoring of 

trading activities and visualisation of detected anomalies. An ideal solution would also offer a white 

box approach that would allow users to deduce why the model is recommending a specific action and 

what ground truth it used to make the recommendation. 

7.1.5 reporting module 

Finally, reports would be generated for the compliance and governance teams to investigate and 

inform relevant parties, such as stakeholders or regulatory bodies. 
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7.2 DEVELOPMENT PLAN 

1. Requirements Gathering 

Engage with stakeholders to understand their needs and define the problem as well as 

desired system’s functional and non-functional requirements. 

2. System Design and Architecture 

A detailed architectural blueprint must be developed, including flow between components and 

their interactions. 

3. Model Development and Training 

Historical data is used to train the forecasting model. Extensive testing is carried out to 

optimize the model including hyperparameter tuning. 

4. Integration with Existing Systems 

Seamless integration with existing infrastructure, data sources and interfaces. APIs are 

designed for data exchange 

5. Testing (Unit, Integration, UAT) 

Thorough testing conducted at multiple levels 

6. Deployment and Monitoring 

System is deployed to production and monitored. Monitoring tools are required here to detect 

issues real-time 

7. Maintenance and Updates 

Maintenance plan must address any bugs as well as perform regular updates and continuous 

improvement of the system based on feedback and best practices. 

  



 AI01  Programming for AI                                                                                                            [Student 
name] 
 

29 
 

8 REFERENCES 

9 BIBLIOGRAPHY 

DATA+AI Summit 2022 (Databricks). (2022, 07 19). Nixtla: Deep Learning for Time Series 

Forecasting. Retrieved from Youtube Summit Recording: 

https://youtu.be/i7JNt5qN2Sg?si=Gzr7_FVRpeoHxHy_ 

Hong, Z. (2024, 07 08). Medium. Retrieved from Anomaly Detection in Time Series Data using LSTM 

Autoencoders: https://medium.com/@zhonghong9998/anomaly-detection-in-time-series-data-

using-lstm-autoencoders-51fd14946fa3 

McConville, R., Santos-Rodriguez, R., Piechocki, R. J., & Craddock, I. (2019, 08 16). N2D: (Not Too) 

Deep Clustering via Clustering the Local Manifold of an Autoencoded Embedding. Retrieved 

from paperswithcode.com: https://paperswithcode.com/paper/n2dnot-too-deep-clustering-via-

clustering-the 

Rubsamen, R. (2022, 05 11). Selecting a Stock Market Data (Web) API: Not So Simple. Retrieved 

from PortfolioOptimizer.io: https://portfoliooptimizer.io/blog/selecting-a-stock-market-data-

web-api-not-so-simple/ 

 

  



 AI01  Programming for AI                                                                                                            [Student 
name] 
 

30 
 

 

10 APPENDIX A APRENTICESHIP STANDARDS 

State where in the report or carrying out of the assignment you have addressed the 

standards shown in the table below. 

List of applicable Standards from the Apprenticeship Specification 
(Including short form ID code) 

Knowledge How/where addressed? 

K3: How to apply advanced statistical and 

mathematical methods to commercial projects 

 

Addressed in sections 6.1 to 6.4 where various 
statistical and machine learning methods such 
as EMA, ARIMA, SARIMA, and LSTM neural 
networks are applied to commercial problems 
like stock price prediction and anomaly 
detection. 

K7: How to solve problems and evaluate 

software solutions via analysis of test data and 

results from research, feasibility, acceptance, 

and usability testing 

 

Discussed in section 7, where the performance 
of ARIMA and LSTM models are evaluated using 
metrics like MAE, RMSE, and visual 
comparisons of predicted vs. actual data 

K18: The programming languages and 

techniques applicable to data engineering 

 

Covered in section 7.2 where Python and its 
libraries like TensorFlow are used for developing 
LSTM models, and in section 7.1 for ARIMA 
model development using Python. 

K19: The principles and properties behind 

statistical and machine learning methods 

 

Elaborated in section 6, which details the 
theoretical basis and applications of various 
algorithms such as EMA, ARIMA, SARIMA, and 
LSTM neural networks. 

K22: The relationship between mathematical 

principles and core techniques in AI and data 

science within the organisational context 

 

Explored in section 8, where the mathematical 
foundations of ARIMA and LSTM models are 
discussed, and their application in a financial 
services context is demonstrated. 

K23: The use of different performance and 

accuracy metrics for model validation in AI 

projects 

 

Addressed in section 7.1.4 and 7.2.4, where 
model evaluation metrics such as MAE, RMSE, 
and visual assessment are used to validate 
ARIMA and LSTM models. 

K25: Programming languages and modern 

machine learning libraries for commercially 

beneficial scientific analysis and simulation 

 

Demonstrated in sections 7.1 and 7.2 through 
the use of Python, TensorFlow, and other 
relevant libraries for building and validating 
predictive models. 

K26: The scientific method and its application in 

research and business contexts, including 

experiment design and hypothesis testing 

Illustrated throughout section 7, which details the 
process of data collection, preprocessing, model 
training, and evaluation, reflecting the scientific 
method. 

K27: The engineering principles used (general 

and software) to create new instruments and 

applications for data collection 

Discussed in section 9, where the architectural 
design and system components for an 
investment decision support system are 
described, including data ingestion, 
preprocessing, and prediction 
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Skills 

S2: Independently analyse test data, interpret 

results, and evaluate the suitability of proposed 

solutions, considering current and future 

business requirements 

 

Demonstrated in section 7, where the results of 
ARIMA and LSTM models are analyzed and 
interpreted to evaluate their suitability for stock 
price prediction and anomaly detection. 

S11: Apply aspects of advanced maths and 

statistics relevant to AI and data science that 

deliver business outcomes 

Covered in sections 6 and 7, where statistical 
methods and machine learning algorithms are 
applied to predict stock prices and detect 
anomalies, aiming for practical business 
applications. 

S14: Work collaboratively with software 

engineers to ensure suitable testing and 

documentation processes are implemented. 

Discussed in section 9, where the collaboration 
between data scientists and software engineers 
is outlined for developing, testing, and 
documenting the system. 

S20: Design efficient algorithms for accessing 

and analysing large amounts of data, including 

Application Programming Interfaces (API) to 

different databases and data sets 

Addressed in sections 6 and 7, where algorithms 
for time-series forecasting and anomaly 
detection are designed and implemented using 
historical stock data. 

S25: Select and use programming languages 

and tools, and follow appropriate software 

development practices 

Demonstrated in section 7, where Python and its 
libraries are used for model development, and in 
section 9, which outlines software development 
practices for integrating the models into a larger 
system. 

Behaviours 

B3: Acts with integrity with respect to ethical, 
legal and regulatory ensuring the protection of 
personal data, safety and security  

Discussed in section 6.5, which addresses the 
ethical, legal, and regulatory considerations in 
developing predictive models and handling 
financial data. 

B6: Is comfortable and confident interacting 
with people from technical and non-technical 
backgrounds. Presents data and conclusions 
in a truthful and appropriate manner 

Demonstrated throughout the report, especially 
in sections 6 and 7, where complex technical 
concepts and results are presented clearly and 
transparently for both technical and non-
technical audiences. 
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11 APPENDIX B DATA  

 

If possible, show a sample (10-20 rows) of the data used in your artefact here. You can generate the 

data as the purpose here is to show the type of data rather than the real data. 

 

 

 


