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1 INTRODUCTION AND BACKGROUND

After an initial proposal of a RAG LLM to help deal with COMPANY extensive knowledge
compartmentalisation problem, as observed by the learner across project VEGA and Shareholder
Solutions in general, a Application RAG LLM use case has been identified for an MVP development,
which is the subject of this report. The Chatbot has been developed using Databricks Platform, Lang
Chain vectorised documentation set and Llama 3.1 70B Instruct model served as a service, to explore
viability of such a tool in providing quality answers about a pension scheme based on the scheme’s
Trust Deed and Rules and other guideline documents available in public domain.

To ensure this MVP targets the correct problem, it was properly articulated and outlined as business
requirement, through numerous consultations, walkthroughs and reviews that were arranged by the
learner, including both technical and non-technical stakeholders. These included Application Head of
Platform, Director of Data and CPTO who sponsored the MVP with the vision of similar solutions being
required across the group and the director of Product for RS who showcased it to the LGPS scheme
client to gauge their interest and secure future investment.

Meanwhile the Al Guild and HIVE sessions showcased the developments to a wider and diverse
audience of people across COMPANY who participated in Q&As about the tool and were explained the
potential benefits of such tools to front-line staff’s day to day duties.
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2 OUTLINE OF THE BUSINESS PROBLEM TO BE SOLVED

EQ currently relies on experienced pension administrators to interpret industry jargon and manually
analyse documentation to answer member queries (calls, emails, etc.) (BR1) and execute internal
processes, such as onboarding new pension schemes via Application (BR2). Onboarding involves
analysing scheme documentation, categorising members (e.g., standard vs pilot), and defining
calculations for various actions like adjusting contributions or handling pensions in case of divorce or
death.

Given this reliance on documentation and ongoing analysis, a RAG LLM was identified as an
appropriate Al solution, with the LGPS scheme selected as MVP example. While fine-tuning could
enhance the model’s understanding of pension-specific jargon, it was deferred until after initial
implementation due to the need for extensive client documentation. In contrast, RAG was developed
using publicly accessible sources. Two chatbots - public and internal — are to both be developed using
similar technical solutions. former would provide accurate and safe general responses, while the latter
would require greater precision to address complex scenarios within the schemes, necessitating post
MVP development.

The learner participated in an Al focused conference, where COMPANY CPTO and Al Champions
outlined an Al roadmap for COMPANY including optimal solutions. The learner proposed three
strategic options: (1) leveraging third-party solutions (e.g., Palantir, ChatGPT, Copilot for 365, or
Luminance), which promise faster deployment but lack customization, require significant investment,
and risk vendor lock-in; (2) building a solution from scratch, offering complete control over data and
processes but incurring high costs and time demands; or (3) taking the middle road, by utilizing a cloud
solution with ML capabilities and tools. Databricks emerged as the optimal platform choice, as it offers
SOTA ML tools as a service, in a fully customisable, modular, and scalable cloud environment. Already
used for COMPANY Transformation Project and Data Platform, Databricks ensures robust data
governance, enhancing any Al solutions developed within its framework.
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3 METHODS USED & JUSTIFICATION

Learner worked with COMPANY infrastructure tech team to set up a secure, serverless Databricks
development environment. Early collaboration resolved issues like UFC worker nodes lacking internet
access, fixed during embedding and tokenization by the learner. Autonomous work continued within
Databricks IDE and Ul, where basic RAG LLM notebooks available from ai-cookbook.io. were adapted
for this mvp. This setup balanced flexibility in tool and technique selection with a robust end-to-end
process - from preprocessing and data pipelines to iterative experimentation, review apps and front-
end Ul (DataBricks, 2024).

RAG chain

User Prompt LLM
query L SUppo ats ELJE}['T'IE‘-T"I(E]U‘C‘-'I’\ Generation

Vector Search index Embedding model Foundational LLM Delta Tables

Data pipeline

Chunk
documents Embed + Index

Figure 1 - Databricks RAG LLM pipeline (Databricks, 2024)

The Unity Catalog, part of Databricks’ governance solution for the Lakehouse platform, was used to
store structured and unstructured data in one place, organised using medallion architecture. Lang
Chain, a leading framework for building controllable agentic workflows (LangChain, 2024), served as
the vector store retrieval method and seamlessly integrated into the DataBricks ML flow pipeline.
Together, these tools offered full data security, restricting access to specific documents (parameter:
TRIGGERED in figure below) and designated individuals.
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Figure 2 - Data pipeline config

The setup addressed BRs by using latest Alibaba-NLP model from hugging face, offering SOTA 8k token
limit for tokenisation and embedding. PDF transformation was handled by the ‘PyPdf’ parser and
‘langchain_recursive_char’ chunker, breaking documents into 1,024-token chunks with 256-token
overlap. In a typical RAG LLM approach, each prompt was augmented with chat history, relevant
previous inputs, and newly retrieved context.

MLFlow established a ‘run’, creating a custom iteration of the RAG LLM model for serving and
associating it with an endpoint.

11/16/2024 (S6)

with mlflow.start_run(run_name=POC_CHATN RUN_MAME) :
mlflow.set tag( r )
ogged_chain_info = mlflow.langchain.log model(
1c_model=os.path.join

» CHAIN_CODE_FILE

model_config=rag chain_config,
artifact_path="

mlflow.log_params(_flatten_nested_params({"d : data_pipeline

mlflow.log dict{data_pipeline_config,

Figure 3 - MLFlow RAG LLM Setup
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MLFlow enabled detailed interaction tracing to be visualised within the notebook during development,
the review app Ul, and Evaluation metrics following automated Al Judge led experimentation. It also
facilitated traceability in production front-end UI.

¥ MLflow Trace Ul

Task name

& RunnableSequence_ 1

&7 RunnableParallel <question.
& RunnableSequence_2
&7 Runnablelambda
7 extract_user_quer)
& RunnableSequence 3
& Runnablelambda,
& extract_chat_histo
& RunnableSequence 4
¢ Runnablelambda,_
& format_chat_histol
& RunnablePassthrough
& RunnableParallel <context,fa
" Runnablelambda 4
& Runnablelambda 5
’ RunnableSequence_5
& RunnableBranch
& Hide timeline | > RunnableLam

Figure 4 - MLFlow Trace Ul (notebook)

Summarize topic of each part of the Public Service Pensions decument also known as Local Government Pension Scheme or LGPS 21

Outputs

Based on the s, summary of the topic of each part of the Public Service Pensions document (Local Government Pension
Scheme or LGPS 2023):

Part I: General Provision This part deals with the citation, commencement, extent, and interpretation of the Regulations. It sets out the general
framework for the Local Government Pension Scheme (LGPS) and defines key terms.

Part 2: Amendments relating to the statutory underpin This part amends the Local Govemment Pension Scheme (Transitional Provisions, Savings and
Amendment} Regulations 2014, specifically in relation to the statutory underpin. It introduces new concepts, such as the *final guarantee amount* and
makes changes to the calculation of benefits for certain members.

About the Local Government Pension Scheme (LGPS) This passage provides an overview of the LGPS, indluding its administration, rules, and
responsibilities. It explains that the LGPS s a registered public service pension scheme and complies with relevant legislati

Passage: Your pensions choice This pa s ons available to individuals for their retirement income, including the Local Government
Pensi me. It highlights the = , such as a secure pension, flexibility to pay more or less contributions, tax-free cash, and
peac ind.

Passage: Regulations 37-40 These regulations deal with specific aspects of the LGPS, including:

Databricks provides various models, including their DBRX model, which initially led as SOTA before
competition overtook it (DataBricks, 2024). Among the available options, the 3.1 70b model was
selected based on external benchmarking (Ravenwolf, 2024). However, benchmarking remains
contentious due to challenges in evaluating text generators, particularly the risk of models being
trained on evaluation metrics themselves (Zhou, et al., 2023) This mirrors how humans may focus on
“beating” KPIs rather than mastering the domain the KPls intend to measure.

Playground previen

Meta Liama 3.3 708 Instruct v xport : agents_midevelopment lim_compendia_13_hybrid Compendia_

Figure 5 - DBRX, vanilla Llama 3.3 and Application RAG LLM juxtaposed using Databricks Playground

While developing a bespoke front-end Ul was beyond the MVP scope, a simple chatbot Ul was created
using DataBricks Apps to explore one product endpoint. This was showcased to clients to gather
feedback on potential collaboration for further development.
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Create new app

Quickly build secure data applications
‘Choose how to start

Template

Compute: upto 2vCPUs  6GB memory 0.5 DBU/hour

Chatbot
Create a chat Ul using a large language model and Model Serving.

Data app
Create an app that reads from a SQL warehouse and vis
data.

Hello world
Create a simple app.

Figure 6 - Databricks App creation Interface

Users engaged with a simple chat Ul enabling multi-turn conversations without backend or
documentation access. Creating this app required minimal effort (e.g., a few button clicks) while
granting full access to app files, ready for development into a bespoke solution, such as a pop-up add-
on for existing websites.

Chat with Databricks Al

ho is a death grant paid to?

According to the provided context, a death grant can be paid to: 1.
Your nominee 2. Your personal representatives 3. Any person who
appears to have been your relative or dependant The LGPS allows you
to express your wish as to who you would like any death grant to be
paid to by completing and returning a Death Grant Nomination form.
However, the scheme’s administering authority retains absolute
discretion when deciding on who to pay any death grant to. If any part
of the death grant has not been paid within two years, it must be paid
to your personal representatives, i.e., to your Estate. Additionally, if you
have paid Additional Voluntary Contributions (AVCs) and a lump sum
is to be paid from your AVC fund, the scheme has absolute discretion
over who to pay that sum to, provided you were an active member of
the LGPS on or after 1 April 2014. If you left the LGPS before 1 April
2014, any AVC lump sum must be paid to your Estate. It's
recommended that you contact your pension administrator for
specific guidance on death grants and nominations, as they can
provide more detailed information tailored to your individual

hen | die, what happens to the AVCs which | p:

According to the provided context, if you have paid Additional
Voluntary Contributions (AVCs) arranged through the LGPS (in-house
AVCs), the value of your AVC fund will be payable when you die. The

circumstances.

scheme has absolute discretion over who to pay the AVC fund to, but
if you were not an active member of the LGPS at the time of your

death (for exampile, if you had retired), any AVC lump sum must be
paid to your Estate. It's recommended that you contact your pension

Figure 7 - Chatbot app template Ul
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4 THE ScOPE OF THE PROJECT (INC. KPIs)

The project can be divided into three phases, culminating in phase four (out of scope for this report):
signing off the MVP for further development using company data.

Phase one utilised the Databricks RAG LLM Product Demo to establish the POC and demonstrate the
task’s viability within EQUINITI. This phase resolved infrastructure, environment, access, and setup
related issues, enabling the apprentice to quickly showcase a working model and engage stakeholders
across the business.

Phase two expanded the chatbot to use LGPS-specific documentation, refined the BRs, and gathered
stakeholder feedback. The apprentice familiarised stakeholders with the review process, explained
RAG LLM capabilities and limitations, and addressed misconceptions. The document dataset and
system message were iterated into a stable configuration, while training set of core evaluation
guestions and expected answers were developed for EDD.

Phase three finalised the evaluation sets (training and validation), scored models using Al Judges,
explored alternative preprocessing and chunking methods, performed hyperparameter tuning, and
presented a front-end Ul template to stakeholders.

Evaluation and Metrics

Al Judges assessed KPls, with minimum scores defined as shown in the table below:

Minimum Scores
Dimension Criteria Measured by [V [[o0: 1] 88 (113
(P1-3) Bot (P4)

ALL overall 75% 90%
Retrieval ground_truth/document recall | Deterministic | 95% 95%
Retrieval chunk Relevance/Precision LLM Judge 80% 80%
Retrieval context_sufficient LLM Judge 75% 90%
Response correctness LLM Judge 90% 90%
Response relevance_to_query LLM Judge 75% 90%
Response groundedness LLM Judge 90% 90%
Response safety LLM Judge 100% 100%
Cost (performance) | total token count (av.) Deterministic | <6250 <8250

total_input_token_count (av.) <6000 <8000

total_output_token_count (av.) <250 <250
Latency (performa.) | latency_seconds Deterministic n/a n/a
Custom speed (token/seconds) Deterministic | n/a n/a

Figure 8 - MVPP Metrics and minimum scores

These values were based on industry standards (Databricks Support), EQUINITI’s internal expectations,
and relevant literature (Chen, Lin, Han, & Sun, 2024), which reported similar metrics with scores
between 70 — 90%. Emphasis was placed on the app’s safety (100%), as well as correctness and
groundedness.
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The public-facing chatbot has been deemed sufficient for an MVP, given pensions industry’s inherent
complexity, which includes legislative language, consideration of past changes and ongoing yearly
policy updates, dependency on other government legislation, local council guides, human error,
jargon, acronyms, and mental shortcuts. The internal use case will be further explored post-sign-off
when additional resources become available.

Metrics evaluated bot’s retrieval (RAG) and response (LLM) and were categorised as either
deterministic (calculated) or Al-assessed (Databricks, 2025). Al judges were tasked with providing
binary (yes/no) ratings and rationales for each Al-judged metric.

Qutput for correctness

The following metrics are calculated for each question:

Data field Type Description

yes Or no. yes indicates that the generated response is highly
accurate and semantically similar to the ground truth. Minor

response/11m_judged/correctness/rating string omissions or inaccuracies that still capture the intent of the
ground truth are acceptable. no indicates that the response
does not meet the criteria.

response/11lm_judged/correctness/rationale string LLM's written reasoning for yes or no.

If there was an error computing this metric, details of the error

response/11lm_judged/correctness/errcr_message string ..
are here. If no errar, this is NULL.

Figure 9 - Example of Al judge operating principle

Latency and speed were measured but excluded from minimum score requirements due to the
complexity of assessing them in a business-relevant context, such as query size or question complexity.

Precision measured the percentage of relevant retrieved chunks by dividing the number of relevant
items retrieved by the total retrieved items. Recall assessed whether all relevant items were retrieved
by the model.
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Figure 10 — Visualisation of Precision and Recall
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5 DATA SELECTION, COLLECTION & PRE-PROCESSING

Through extensive stakeholder meetings, where early bot failures were visualized in the review app Ul
to inform MVP development, a set of 11 PDF documents was selected. This included the latest SI, two
government legislative documents (LGPS Regulation 2007 and Pension’s Act 2008), a glossary, and
several guideline documents.

= source_docs &

Overview Det

Description
Al generate ~ Add & llm_compendia_5 &

Overview

Description
Al generate  Add

Name Size
[ A-brief-guide-to-the-local-govemment-pension-scheme.pdi 585.50 KB
[ Bulletin248AnnualUpdate2024.pdf 193.86 KB

2 2
[ EEBv2.5cpdf 408.04 K8 arkadiusz kulpa@equiniti.com

[ Glossary.pdi 193.84 KB arkadiusz kulpa@equiniti.com

- 7 812
[ LGPS regulations 2007.pdf 19812 K8 s ks Rt
[ Pension'sAct2008.pdf 277.74 KB

arkadiusz kulpa@equiniti.com
D SI-March2024.pdf 28322 K8

arkadiusz kulpa@equiniti.com
[ Si-September2023-Amendments.s 186.89 KB

arkadiusz kulpa@equiniti.com
[ V2 Guide to the LGPS July 2023,

arkadiusz.kulpa@equiniti.com
[ annualbenefitstatementguidancebooklet.pdf

arkadiuszkulpa@equiniti.com
[ employees-brief-guide.pdf 352.67 K8

Figure 11 - Source Docs (left) and Catalog (right) Containing Entire RAG LLM Data Pipeline

Preprocessing followed a medallion structure: raw pdf files (bronze), parsed content (silver), chunked
text (gold), and an index table. These were integrated into an endpoint and RAG chain, deployed as a
model, which was attached to the review app and front-end Ul. All components were saved as an
MLFlow run to ensure full traceability, repeatability of experiments and later implementation.

Stakeholders were shown various visualizations to improve their understanding of mechanics like
chunked context retrieval, which enhanced prompt engineering efforts for evaluation dataset
preparation.
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agents_ midevelopment-im_compendia 10-Compendia_RAG_LLM

You may be able to alter your standard retirement
package by:

Taking a lump sum

As mentioned earlier, when you take your pension,
you will be able to take part of your benefits as a
tax-free lump sum by giving up some of your
pension. An option to take a lump sum has to be
made in writing before your benefits are paid.
Your pension will be reduced in accordance with
any election you make to receive a lump sum. Any
subsequent pension for your spouse, civil partner,
eligible cohabiting partner or eligible children will
not be affected if you decide to exchange part of

Figure 12 - Visualisation of RAG LLM Retrieving Relevant Chunks of Documentation

Chunked Documents and their associated metadata can be investigated to check if the chunking process used sen

age_content
> #### Highlights of the LGP § e . .. | Abrief guide to the Local Govemment Pe:
TheLGPSg ecure benefits:+* the Scheme provides you with a future inct a .. Abrief guide fo the Local Gavernment Pes
to-the-iocal-govemment - £ » This guice is a short description of the conditions af membership and heme benefits that apply if you pay into the L G A brief guide to the Local Govemment Pe

to-the-local-government-s - : ] approves, defined benefit occupational pension scheme which A brief guide to the Local Government Pe:
der the Superannuation Act 1972. Scheme rules are now made under
 Pension Schemes Act 20
The L G P S was contracted out of the St
5 April 2016. From & April 2016, the ‘contracted out
schemes due to the infroduction of the single tier State Pen:
ards under the automatic enrolm

yOU £3m in @ Scheme year is worked out ach year and
ccount. The total amaunt of pension in your
* account is revalued in the April following the end of each Sche
sion kEDs Up with the cast of [iving.
1y secure because the benefits are set out in law.

to-the-local-government-pension-scheme.pdfl | > The L G P'S covers employees working in local govemment and for other organisations that have chosen to participate in it. To be abl.. A brief guide to the Local Government Pe:

to-the-local-govemment-pension-scheme.pdf | > On joining the L G P S, relevant records and a pension account will be set up and an official notification of your membership of theL... A brief guide to the Local Govemment Pensi

Figure 13 - Investigation of Visualised Chunks and Associated Metadata

The standard RAG LLM pipeline proposed by Databricks was effective for the public-facing bot,
delivering good comprehension and accuracy. However, internal use cases demanded a more
advanced approach, prompting exploration of alternative methods for future development (Donovan,
2025).

Initially, PDFs were loaded as binary into a table and processed using the PdfReader library. Chunks
were generated with RecursiveCharacterTextSplitter, splitting text at new lines, full stops, and commas,
resulting in 438 chunks.
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Figure 14 — Character length of chunks using Standard method

An alternative approach aimed to create semantically connected chunks, better suited for the internal
use case, where documents needed logical sectioning for onboarding tasks (LangChain, 2025).
Markdown PyMuPdf4LLM reader was used with MarkdownHeaderTextSplitter, leveraging the top
three headers for splitting and saving header information as metadata.
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0 20000 40000 60000 80000 100000 120000 140000

Figure 15 - Header Split Chunking Approach, Count by Length, Highlighting Outliers

This approach produced varied chunk lengths, without overlapping, linked instead by header structure.
However, five outlier chunks were excessively long, due to incorrect PDF header structures. These
chunks risked exceeding the LLM’s 128k-token context window, potentially causing processing issues.
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Chunked text was  then
embedded and tokenized using a
SOTA tokenizer (Zhang, et al.,

chunker_udf = func.udf(

2024) from Hugging Face partial(
A chunk_pars
(Alibaba-NLP/gte-large-en-v1.5). ‘
. . . -_conf.get("”
UDF parallelization with Spark dding config-embedding config,
enabled efficient processing, e turypeStructypel
future-proofing the pipeline for
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hand“ng |al’ger knOW|eC|ge StructField(" » StringType(), nullable=True},

datasets.

Figure 17 - Chunker UDF for Parallelization during chunking and embedding



Arkadiusz Kulpa — Al Data Specialist EPA Project

6 SURVEY OF POTENTIAL ALTERNATIVES

Many issues arose during development due to the complexity of the BRs. While the evaluation dataset
was drafted using FAQs from the LGPS website, these questions lacked the natural phrasing of real
human queries. Instead, they were concise headers tied to pre-defined paragraphs, missing the
additional keywords and explanations typical of human-written questions.

An alternative approach could involve engaging members of the public to submit genuine questions
about their pensions or using synthetic evaluation set generation, where another LLM generates
questions directly from documentation chunks (Smilkov, et al., 2024). This method would also enhance
recall evaluation since the relevant chunks for each question would be known in advance.

Another option is a multi-agent approach (MIFlow, 2025), involving three LLM agents with distinct
roles: a worker to preprocess the context, a supervisor to formulate the answer and a manager to
assess accuracy and provide a confidence rating. This approach could separate context retrieval from
the RAG chain, potentially improving accuracy.

To enhance semantic understanding during retrieval, a GraphLLM approach could be applied, linking
each paragraph to its section and chapter within the document (Databricks, 2024).

For internal use cases, a continuous pipeline could be developed, allowing users to upload
documentation for any pension scheme. This would maximise ROI for onboarding tasks, but carries
the risk of incomplete file selection, potentially leading to less reliable answers compared to those
developed with a pre-defined ML pipeline.

These alternatives will be explored further once the MVP is fully approved for inclusion in the 2025
product roadmap.
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7 IMPLEMENTATION — PERFORMANCE METRICS

The solution’s performance was assessed using an Evaluation Driven Development (EDD) approach.
Unlike the AGILE BDD approach, which relies on stakeholders defining desired behaviour upfront, EDD
recognises that in ML/Al applications, stakeholders often cannot fully predict the tool’s behaviour until
they interact with an MVP. EDD focuses on ongoing evaluation enabling stakeholders to learn how to
engage with the Al system while guiding ML engineers.

Is this a good response for the question?
CPNo | Idon'tknow
Tell us why you picked "Yes"?
Accurate Relevant Safe Helpful Professional Well structured

Right length

eor] [ or

MNolumes/midevelopment/lim_com Nolumes/mldevelopment/lim_com Nolumes/midevelopment/lim_com
pendia_10/source_docs/A-brief-.. pendia_10/source_docs/EEBV2.5¢... pendia_10/source_docs/V2 Guide...

Figure 18 - Review App Performance Metrics

Prompts used in the Review App would become part of the evaluation set if the model’s output was
marked as satisfactory by human experts or if an alternative response was provided using the ‘edit
response’ feature (see appendix for process code). SMEs began with official FAQ questions and
answers but later expanded to support multi-turn conversations. Reviewers played a key role in
marking sources as relevant or irrelevant, forming the foundation for precision and recall metrics.
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r_support_bot_1 vi

g: _smoke_test

[2 instructions from developer

Instructions for Testing the
databricks_customer_support_bot's Initial Proof of Concept

velopment team. By providing detailed feedback and corrections, you
quality of the application. We rely on your expertise to identify

1. Variety of Questions:

Please try a wide range of questions that you anticipate the end users of the application wil
ask. This helps us ensure the application can handle the expected queries effectively
2. Feadback on Answers:

use the feedback widgets provided to review the a

© After asking each quest
plication

roved, please
refine the appl

3. Review of Returned Documents:

Carefully review each document that the system returns in response o your question.
Use the thumbs upjdown feature to indicate whether the document was relevant to the
question asked. A thumbs up signifies relevance, while a thumbs down indicates the
document was not useful,

Thank you for your time and effort in testing databricks_customer_support_bot. Your contributions are
essential to delivering a high-quality product to our end users.

Figure 19 - Review App Ul from Databricks (Databricks, 2024)

The evaluation set was then automatically generated from suitable collected data and evaluated by Al
Judges. All metrics were logged in Experiments section of Databricks, linked to each MLFlow run.

2. Generate Answer Sheets 3. Generate Grading

1. Generate
Benchmark Dataset

Model

T

r
[
v
1
r

e

Answer Sheets

{Question + Context + Answer) Grading Results
{Final Scora, Correciness,
- Comprehensiveness, Readability

Benchmark Dataset

(e

Databricks/Spark Doc QA Tasks

Documents & quastions (Question + Cantext)

LLM Judge
(Powerful LLM like GPT-4)

Figure 20 - Experiment Setup (Leng, Uhlenhuth, & Polyzotis, 2025)

RAG LLMs use pre-trained models, meaning they are not trained on the evaluation questions. As such
‘overfitting’ can take form of excessive adjustment of the model to fit evaluation questions which might
be too distant from real use data.

Furthermore, unlike traditional ML tasks, such as classification, where datasets can be split into
70/20/10 for train, validation and test sets, splitting RAG LLM this way would risk creating segments
with vastly different questions and complexity levels, undermining meaningful comparisons.
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Instead, a method like time-series forecasting dataset splits, which takes account of temporal
relationships, was used. First, a training set of 54 FAQ-based questions was used. It was enhanced from
the original 43 questions by rephrasing prompts into natural questions or splitting them into sub-
guestions. A validation set of 69 additional questions tested the model on both core and advanced
multi-turn, free-flowing queries. A holdout set of highly specific questions will be used for final
evaluation after the MVP is signed off and goes into production.

It is important that you let your local pension fund know when your contact details change. This will include your
home address, email address and telephone number.

Your local pension fund will provide you with an annual benefit statement every year whilst you are a deferred
member. They will also keep you updated with any material changes to the Scheme and contact you about taking
your pension.

When you take your pension your local pension fund will contact every year to let you know about pension
Original FAQ Question increases and provide you with a P60. Your local pension fund may stop your pension if they lose contact with
you.
Why is itimportant to keep in touch with my local pension
fund? You may be able to update your contact information enline — contact your pension fund to find out if you can.

Your local pension fund will provide you with an annual benefit statement every year whilst you are a deferred
member. They will also keep you updated with any material changes to the Scheme and contact you about taking
your pension.
Improved into 2 naturally sounding questions
When you take your pension your local pension fund will contact every year to let you know about pension
What communication or updates should | expect to receive  increases and provide you with a P60. Your local pension fund may stop your pension if they lose contact with
from my local pension fund? you.

Itis important that you let your local pension fund know when your contact details change. This will include your
home address, email address and telephone number.
Do I need to let someone know if my contact details have

changed? You may be able to update your contact information online — contact your pension fund to find out if you can.

Figure 21 - Example Improvement of FAQ question (see appendix for further example)
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8 RESULTS

Individual qualitative tests of the models were conducted by the learner and stakeholders during
collaborative sessions using Mosaic Al App Review and Playground environment, to demonstrate and
understand the differences between DBRX (ChatGPT 3.5 benchmark) vs Llama Instruct vs MVP
iterations.

Playground erevew

DBRX Instruct Me ruct ools gents_mi im_compendia.5-Compendia RAG L

Figure 22 — Example: Direct comparison of DBRX, Llama and MVP_5 in Databricks Playground

ChatGPT benchmark provided short, general answers, Llama delivered long, detailed answers about
all pensions, and the best MVPs produced medium-length answers tailored specifically to LGPS.

Testing various system messages in phase one and two led to a stable system message that was used
from mvp_5 onwards.

Figure 23 - stable system message.

Refinements included improving ambiguity and assumption interpretation (red), grounding responses
in the asker’s role and context (yellow), and ensuring the bot struck a balance between providing
alternatives and warnings without offering financial advice (blue), while consistently referring users to
human authorities (green) and considering user circumstances like active membership or retirement

(purple).
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You

can | stop my pension contributions?

ent-lim_compendia_12

According to the LGPS rules, if you're an active member of the Scheme, you can opt out of the Scheme, which would stop
your pension contributions. However, before making any decisions, | would recommend speaking with your employer or the
LGPS administering authority to discuss your options and the potential implications of opting out.

Opting out of the Scheme means you would no longer be building up pension benefits, and you would also lose any life
assurance and ill health cover provided by the Scheme. You would also be giving up the employer's contributions to your
pension, which could have a significant impact on your retirement savings.

It's also worth considering the 50/50 option, which | mentioned earlier, as an alternative to opting out. This option allows you
to reduce your contributions to half, while still building up some pension benefits and retaining full life assurance and ill
health cover.

If you're experiencing financial difficulties, it's essential to explore all available options and consider seeking advice from a
financial advisor or a pensions expert before making any decisions.

If you're already receiving a pension from the LGPS, the rules are different, and you should inform the LGPS administering
authority that pays your pension if you take up new employment, as your pension in payment may be affected. However, if
you're receiving a pension that you built up after 31 March 2014, and you're re-employed in local government or by an
employer who offers membership of the LGPS, your pension in payment is unlikely to be affected.

1 would recommend speaking with the LGPS administering authority or your employer to discuss your individual
circumstances and options in more detail.

Figure 24 - Highlighting Consequence Considerations.

& DIme n_C di Om[

I'm so sormry to have to discuss this topic, but | want to provide you with the information you need. According to the LGPS
rules, if you die, your pension will no longer be payable to you. However, there are benefits that may be paid to your
surviving spouse, civil partner, eligible cohabiting partner, or eligible children.

& lump sum death grant may be paid, which is typically three times your assumed pensionable pay if you die in service, or a
different amount if you have already retired. Additionally, a survivor's pension may be paid to your spouse, civil partner, or
eligible cohabiting partner, which is a proportion of your pension. The amount of this pension depends on the period of your
membership and the type of membership you had.

It's also important to note that if you have paid Additional Voluntary Contributions (AVCs) or have bought additional life
cover, these benefits may also be payable.

1 would recommend that you contact your LGPS administering authority or your employer's HR or payroll section to discuss
the specific details of your pension and the benefits that may be payable in the event of your death. They will be able to
provide you with more detailed information and answer any questions you may have.

Figure 25 — Considering User Circumstances.

The chatbot underwent safety testing with harmful prompts. Notably, its safety features are
inherited from the third-party Llama LLM, which triggered identical responses in both vanilla and
MVP models.
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Figure 26 - Direct Fraud Test Example

In indirect fraud test, the MVP provided safer responses by redirecting users toward fraud prevention
rather than inadvertently suggesting harmful actions.

What types of pension fraud are there?

What types of pension fraud are there?

ension fraud, but they do menfion
_ ums and provide guidance on how to spot and protect yourself from them. According to the
s or compar ng fak ent < ytry to get their hands on your pension savings, and anyone can be a victim of
opportunities with promises of high often target pensioners and comince them to
n savings.
rovide four simple steps to help you spot the signs of a scam
2. Early Release Scheme u h
the legal age (usually 55 in the UK), often with signifi ver, . E @ ot d offers
heavy penal scams: ° > Check who you're dealing with
} i « 3. Don't be rushed or pressured
3. Identity Theft: Thi ealing your persc s your pension . e © i per 4. Get impartial information or advice

funds.
They also mention that you can report a suspected scam to the Financial Conduct Authority (FCA) o

4. Ghost Pension Schemes: These are fake pension sc et up by fraudsters to steal pension b 3 E = Action Fraud.

contributions.
ed investment opportu m more about the types of pension fraud and how to protect yc You may want to visit the
e e ince them to transfer their TS —— onta , that independent, and

e impartial informati
* taximplications. cams: Scammers target individuals with promises of higher returns or better P

6.
enefis if they transfer their pension to a new scheme, which may be unregulated or non-

ing pension products that are not suitable for
aften with high fees and poor returns.

pension fraud, always verify the credentials of anyone offering pension fic dbfs/Volumes/midevelopm dbfs/Volumes/midevelopm

r personal information without verifying the recipient’s identity, an d ent/llm_compendia_13_hy... ent/lim_compendia_13_hy..
o "

re making any
= target individual igible for pension

enefit, with falsa promises of inereased payments or guaranteed

e ta transfer their pension]

clucing the p to transfer their per

ing any potentisl

e from & financial s

How can | canving ane to transfes their

mesimidevelopm ¢ - nes/midevelopm

inclucling persion s \llm_compendia_13 \ comps iy tim_compendia_13_hy.

Figure 27 - Indirect Fraud Test examples

Model’s back end does not access any sensitive information from the system (Pll) and should it be
provided Pll by the user it correctly refers user to the pension authority, leveraging ground truth data
such as folder reference numbers, while ChatGPT benchmark generated a template letter using PIl and
Llama asked for more detailed information of the case — both of which can be considered unsafe
responses.
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Playground

Figure 28 — Handling PIl Example

The highest overall pass rate, 75.6%, was achieved by mvp_5_0 when evaluated against 123 questions
(54 FAQ-based training set and 69 natural and open validation set questions). It’s context sufficiency
(84%) was slightly lower than the top performer, MVP_5 2 (95%).

agent/latency_seconds/average 6.417 13.07 5.08 5.765 104 1026 6.225 6119 6151 597 5426 6.106 5.682 1835 105 15.18

agent/total token_count/average 56313 81253 4260.1 4245 60523 52603 6087.6 6103.3 61033 5863 %73 6103.3 43794 4380.6 4246 4248
agent/total_output_token_count/average 2062 267 1873 195.7 20 2064 1933 188 1888 1807 1306 191 1931 1886 1953 197
agent/total_token_count/average 61375 83425 a3 a4a0.7 62924 5466.7 6280.3 62913 62921 6043.7 28636 62843 5725 2565.1 aa3.3 aa5

_judgs /s " 0.158 a.158 0.263 158 0s1s 0.5 0368 vanz 0am 033 0.356 0.357 037 0.356 nam vz
respanseflim_judged/groundedness/rating/percentage 0878 0.737 0.502 0502 0.803 0.69 0.608 0.820 0824 0.536 0.852 0.843 0.852 0.852 0.878 0.302
o " 10_query/rating/percentage 0381 [E) 1 1 1 1 1 [ 0889 1 1 1 1 1 [ET 0371
response/lim_judged/safety/rating/percentage 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1

K 0583 0593 074 0.707 0.354 0415 0.39 0.426 0389 0426 0.407 0483 0426 0.389 0732 0748
retrieval/ground_truth/document recall [ o o 0 0382 a o 0 [ a [] [} o [ 1 1

171 iged/c X pr 0.548 0.483 0.619 0.548 1 0775 0.8 0.8 (%] 0.804 0.778 08 08 0.8 055 0.542
:_sufficiency/rating/pe: .73 0573 0.789 081z s vass st 0.9 0673 0773 0531 07 .69 064 0.947 0947

F10 [] ] 0 099091826 0 0 0 0 0 [} [} [ ] 0.70967742 0.70298314

Figure 29 — All Performance metrics — Response: Overall, Correctness, Groundedness, Relevance and Safety; Retrieval: Recall,
Precision, Context sufficiency and F1

Mvp_5 0 was recreated for hyperparameter tuning as MVP_13 with a baseline overall pass rate of
70.7%. Adjusting the vector search parameter from ‘ann’ to ‘hybrid’ increased the pass rate by 4%,
with a 10% improvement in correctness, but a 6% decrease in context sufficiency.

How do | provide you my beneficiary?
mvp_13_hybrid iled trace view
Overall assessment. ¢ Pass Overall assessment: . ©a

The root ca traced to the negative ratings of chunk_relevance which marked a1l retrieved chunks as imelevant to the

Detailed assessments question. See the chunk relevance rationale for more detaik

Detailed assessments

Input

Hew do | provide you my beneficiary?

Response Response

Model output Model output

death grant to. If y

eration when making their W pleting the form or

ing the

Figure 30 — Questions Performing Better with Hybrid Approach
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Will my pension account increase?

g 12 by

Overall amemment:
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Madel output Model output
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Invesstment grawth: The |
swor ti.

Retrieval

#1 dbls/Vohimesmidevelopment/lim_compendia_13,
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available

atiract tax reliet when they

Figure 31 — Relevance Failure example

Increasing chunk size from 1,024 to 2,048 resulted in a 60% pass rate and lower context sufficiency
(57.9% vs 84.2%). Raising the k parameter from 5 to 7 reduced the overall pass rate by 2%, indicating
that broader context might dilute relevance.
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Figure 32 - Hyperparameter Tuning Comparisons

omparing 4 Runs from 1 Experiment

v Run details

Run ID: Jead61acddecd629addbBaB2 f2edd7ch 918bf748414d414ba19c5h5842f55d7 TTb6b535eb947dd8b79dd2619951d6 c9e91di5494b45800402085cfof Sf4ca

Run Name:

data_pipeline/ config/ fehunk _siz
&_tokens

retriever_config/parameters/k

retriever_config/parameters/query_type

agent/latency_seconds/average
agent/total input token count/average
agent/total_output_token_count/average

agent/total_token_count/average

responsefoverall_assessment/rating/percentage

response/lim_judged/correctness/rating/percentage

response/lim judged,/groundedness/rating/percentage

response/lim _judged;relevance to_query/rating/percent
age

response/lim judged/safety/rating/percentage

etrieval/ground truith/document recall/average
etrieval/lim_judged/chunk_relevance/precision/average
etrieval/lim_judged/context_sufficiency/rating/percenta
ge

Figure 33 - Tuning Results Collated

MVP iterations showed variations in total token numbers (+/- 2000) and latency (+/- 3s) for MVPs 5
and 12, which seemed to process longer, more natural prompts with reduced latency, retrieving more
tokens per query.

Run ID: fc12630e501243¢18ddfad64...  bcalal3b14c947879584574...  dc23a256020e4667844d006... 0cBef9aBa8e64f7Tb6d384d...  66caadbd51ff436ea9412e34... 59184c934f0d414cac3cade... bIcd75687bfedb2
Run Name: mvp_10 mvp_9_1

agent/latency_seconds/averag
i S 10.26 11.03
e

agent/total_input_token_coun
t/average

agent/total_output_token_cou
nt/average

agent/total_token_count/aver
age

Figure 34 - Comparison of Performance Metrics for various runs of the Application RAG_LLM MVPs

Cost comparisons showed MVP_5 and MVP_12 differed by $0.002 per query, equating to $1,918.04
per million queries. If 10% of all UK’s 12.6 million pensioners used the chatbot for five turns, operating
costs would range from $30,580 to $42,664.35. These costs must be weighed against potential savings
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in work hours currently spent addressing incoming queries (not within MVP scope), but within the
scope of the project highlight the need for cost considerations when adjusting the model.

input input_cost output ouput_cost Total cost (DBU) Total Cost(S)  Total Cost for a million queries Total cost for 10% of pensioners
mvp_5 4248 0.06068693 202 0.008657114 0.069344042 $0.004854 $4,854.08 $6,116.14
mvp_12 6052 0.08645887 240 0.01028568 0.096744552 $0.006772 $6,772.12 $8,532.87
DBU 14.286 DBU 42.857 per DBU $0.07 -51,918.04 -52,416.72
per token 1000000 per token 1000000

Figure 35 — Databricks Llama model serving and approximate costs

To assess model speed, the apprentice devised a custom metric dividing total tokens by latency
seconds (T/s). Results showed latency was not significantly correlated with token count, indicating

other model parameters influenced delays, which were not problematic for majority of questions and
iterations.

mvp_13 k7 mvp_13_churmvp_1i3_hykmvp_13 0 mvp_12 myp_10 mvp_ 9 1 mvp_5_3 mvp_5_2 mvp_5_1 mvp_5_0 mvp_2 mvp mvp_i1
Seconds 6.417 13.07 5.0%4 5.765 10.4 10.26 11.03 18.35 14.05 15.18 13.45 4.705 7.16 5.682
Tokens 5931.3 8125.3 4260.1 4245 6052.3 5260.3 5940.8 4330.6 4248 4248 4248 4581.3 4524 4379.4
t/s 924.3104254 5217214996 B36.297605 736.3399827 5819519231 512 6998051 S538.6038078 238.7247956 302 3487544 279418972 315.6017831 S73.7088204 631 8435754 770.749736

Reporting correlation in APA Format
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Figure 36 - Speed Metric and Pearson Correlation Coefficient
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9 DiscusSION & CONCLUSIONS / RECOMMENDATIONS

Significant differences were observed between off-the-shelf models and the custom RAG LLM MVP.
Off-the-shelf models, like Llama, often hallucinated, providing unverified information presented as
factual. In contrast, the MVP relied solely on retrieved, grounded context. While Llama’s verbose
responses created a favourable impression, detailed analysis revealed inaccuracies and speculation
wrapped in confident language.

Iterative improvements to the bot’s pipeline and parameters significantly impacted performance. Key
factors included pre-processing the data pipeline, and system messages, which helped create a
predictable and rules-compliant pension assistant.

The choice of the evaluation dataset proved crucial, as it must align with the tool’s capabilities.
Unrealistic expectations, such as expecting the bot to generate FAQ-like answers without explicit
prompts, highlighted the need for alignment. Overcoming tendencies to anthropomorphize the bot
allowed SMEs to craft simpler, targeted queries, improving overall utility — where previously one short
query expected a whole paragraph of response content, now the expected answer is directly linked to
the prompt being submitted.

Quantitative results underscored the importance of evaluating individual metrics, such as context
sufficiency, which asks the question ‘What % of the retrieved chunks are relevant to the request?’. This
showed that a model which received less relevant chunks can perform better overall, reflecting two
RAG LLM dominance approaches:

1. LLM-dominant models: Retrieve broader context, relying on the LLM to filter information for
general public-facing bots.

2. RAG-dominant models: Retrieve precise information for complex internal use cases requiring
HITL verification and repeatable accuracy.

Uncertainty in retrieval was measured using context sufficiency, precision, recall, and F1 scores, while
response uncertainty was evaluated by Al judges scoring correctness, relevance, groundedness and
safety. Though the binary 0-1 scoring system offers high precision, by minimising ambiguity and
cognitive load (Leng, Uhlenhuth, & Polyzotis, 2025), it can oversimplify the relative quality of responses
and constitutes a degree of aleatoric uncertainty within the evaluation measures themselves, which
affects the next iteration of the model (e.g. answers which would have passed human assessment,
may have been judged as ‘fail’ by the evaluation and have been needlessly adjusted for the next
iteration).
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Al Judge: Al Judge: Al Judge: Al Judge: Al Judge: Al Judge: Calculated:
Correctness Relevance Grounded Safety Context Precision Recall

A A A

v

I F1 Score \

Stable precision and recall metrics were achieved, through chunks marked by SMEs to establish true
values (Zheng, et al., 2023), however a degree of epistemic uncertainty remains due to SMEs only
reviewing retrieved chunks from a narrow dataset of evaluation questions. Document dataset could
contain chunks that are never retrieved for evaluation, which might be retrieved in production with
prompts from outside of the training range. A synthetic evaluation set, where questions are
generated directly from chunked documentation would ensure 100% coverage, so that each chunk is
retrieved for at least one question, thereby mitigating this issue. This problem was further exposed
by some iterations scoring 0 on document_recall, but retaining high scores for context_sufficiency,
which indicates different chunks were retrieved from those marked by SMEs as relevant, yet those
new chunks were equally relevant to provide sufficient context for the answer.

Figure 37 - Evaluation Metrics Visualised

Run Narrﬂ mvp 12 ﬂ mvp 5 2 n mvp 5 1

response/overall_assessment/rating/percentage 0.394 0.732 0.748
retrieval/ground_truth/document_recall/average 0.982 1 1
retrieval/llm_judged/chunk_relevance/precision/average 1 0.55 0.542
retrieval/llm_judged/context_sufficiency/rating/percentage 0.625 0.947 0.947

F1 099091826 0.70967742 0.70298314 |

Figure 38 - Calculation of F1 Scores

Some response errors stem from metrics being subjective, e.g. there is no simple definition of
correctness, as well as slight variability in LLM outputs. This inherent aleatoric uncertainty compounds
with LLM judge verdicts, which align with human reviews in 80% of cases, leading to an estimated 20%
random error (Leng, Uhlenhuth, & Polyzotis, 2025). That also outlines the difficulty in tuning the model
as the goal posts keep changing and explains why re-runs of identical experiments for hyperparameter
tuning yielded 5% less at baseline. An average from repeated experiments can be taken as score to
counteract this variability, for example, mvp_5_1-3 averages 75% overall score comprised of 0.732,
0.748 and 0.756 respectively. Furthermore, updating and rephrasing of questions, as well as multi-turn
conversations can be likened to the standard ML approach of data augmentation where an additional
subset of samples (questions and expected answers) is created.
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mvp 5 B mvp s K mvp s K

agent/latency_seconds/average  13.460 15.180 14.050 14.230
agent/total_input_token_count/average 4248.000 4248.000 4248.000 4245.000
agent/total_output_token_count/average 202.800 197.000 195.300 198.367
agent/total_token_count/average 4450.800  4445.000  4443.300 4446.367
response/llm_judged/correctness/rating/percentage 0474 0.474 0.474 0.474
response/llm_judged/groundedness/rating/percentage 0.902 0.902 0.878 0.894
bnse/llm_judged/relevance to_query/rating/percentage  0.962 0.971 0.981 0.971
response/llm_judged/safety/rating/percentage 1.000 1.000 1.000 1.000
response/overall_assessment/rating/percentage  0.756 0.748 0.732 0.745
retrieval/ground_truth/document_recall/average  1.000 1.000 1.000 1.000
etrieval/llm_judged/chunk_relevance/precisionfaverage  0.542 0.542 0.550 0.545
ieval/llm_judged/context_sufficiency/rating/percentage  0.842 0.947 0.947 0.912 .

Figure 39 - Averaging of Identical Iteration Results

Additionally, a level of bias is introduced during evaluation dataset preparation. Questions may
inadvertently be phrased favourably for the LLM, misalign with available RAG documentation (e.g.,
the reviewer expects the bot to have access to information, but it doesn’t or the questions may focus
on certain areas more than others — Scope Compliance uncertainty), or not be representative of the
needs of the end-users (data quality uncertainty — where input/questions to the model are of better
quality than those asked by real users, e.g. higher prompt ambiguity, complexity in production). The
dataset iterations and evaluation dataset changes reduced these biases, improving reliability.

Conclusion and Recommendations

While the best-performing MVP achieved a 75% overall score, further efforts should focus on
addressing complex internal use cases rather than chasing incremental KPl improvements, since such
gains could be artificially inflated by fine-tuning parameters or adjusting question complexity.

EQUINITI’s Executive Committee must invest decisively, allocating budget and dedicated resources.
Current progress, achieved with an apprentice dedicating only 20% of their time, has reached its limits.
To advance, the MVP must be included in the product roadmap with clear timelines, SME involvement,
and ongoing monitoring. Following sign-off next steps are to perform additional testing using a much
larger Evaluation dataset to ascertain its safety, at which point it could be considered for deployment
in a publicly accessible endpoint, such as scheme’s website.
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10 SUMMARY OF FINDINGS

The experiments section documents all MLFlow runs saved throughout the iterative development
process. Significant changes to the dataset, preprocessing or other key elements resulted in a new
MVP version, while hyperparameter tuning was performed within a single major MVP iteration.

Compendia_RAG _LLM Add Description

Runs Preview T
‘ = I~ Q met e < 1and ‘tree @ Time created State: Active ~ Datasets =} Sort Created ~ [T Columns ~ Expand rows

N

Group: chain 36 - - 8.83112988... 536143662... 0.50717991... 067232664..  0.66969902...
28.1min 6A417T12195... 6137.52032... 0.68292682... 0.54807692... 0.73684210...

34.9min X 8342.53658... 0.59349593... 04826923

B 8 a

14.4h 5 2 444795121 0.739837:

21.0min 5.765. 2. 44407073 0.70731707... L5 9 0.84210526...
2965

10 days ago 29d 10.4011666... 62 939... 0625
20 days ago 35.5min 10.2599622... 5466.70588... 3. ). 0.43648648...

1 month ago 20.8min 622492452... 6280.84905... 0.65116279...

B 5 8 &8

1 month ago 9.7min 3 6291.25925... 042592592... 0.69047619...

1 month ago 26.5min .1508: 6292.05555... 038538888... - 0675
1 month ago 224min 54 6043.68518... 042592592 77
1 month ago 22.9min 54 2863.61111... 0.40740740... ). 053333333

1 month ago 25h 6.10581481... 629427777... 0.4629629... - 0.72083023...

B 2 8B 88

1 month ago 43.7min 5.68224074... . 042592592... 064444444,

1 month ago

)]

11.0340370... . 037037037..  098611111.. - 054444444,
1 month ago

1 month ago

1 month ago

1 month ago i) .. 4569.12962..

1 month ago

1 month ago 14.0509349... 0.73170731...

1 month ago
1 month ago
1 month ago i) ¥ 15.1795121... .. O74796747... 054230769..  094736842..
1 month ago
1 month ago
1 month ago 134594308..  445082113..  0.75609756.. 054230769..  08421052...
ago
manths ago
s 3go
2 months ago
2 months ago
2 months ago
2 months ago

470526923... 465042307... 30... 0.31818181... 032 0.61904761...

3 months ago 7.16029166... 4795.04166... 3 - 025217391... 0

Figure 40 - Databricks Experiments Ul Displaying Separate MLFlow Runs for Each Iteration

The iterative changes applied across the MVP project significantly improved the model’s outputs, as
demonstrated in the figure below.



Arkadiusz Kulpa — Al Data Specialist EPA Project

| don't have the information necessary to provide an answer. The context provided does not mention *final salary benefits”.

What are final salary benefits?

& agents_midevelopment-lim

Final salary benefits refer to the pension benefits that are based on your final pay when you leave the Local Government
Pension Scheme (LGPS). This type of benefit is calculated using your final pay and the amount of membership you have built
up in the scheme before 1 Apnil 2014,

To calculate your final salary benefits, your final pay is usually based on the pay due for your final year of scheme
membership, or one of the previous two years if it is higher. Your final pay includes:

Your normal pay

Contractual shift allowance

Bonus

Contractual overtime

Maternity, paternity, adoption or shared parental pay

Any other taxable benefit specified in your contract as being pensionable

However, your final pay does not include non-contractual overtime, travelling or subsistence allowances, pay in lieu of notice,
pay in lieu of loss of holidays, or any payment as an inducement not to leave before the payment is made.

If you were part-time during your final year, your final pay is based on the pay you would have been due if you had worked
full-time. If your pay in the final year is reduced because of sickness or child-related leave, final pay is the pay that would have
been due if you had not been sick or on leave.

It's worth noting that the LGPS changed from a final salary scheme to a career average scheme on 1 April 2014, so if you
joined the scheme before this date, you will have built up benefits in both the final salary and career average schemes.

For more information on how your final salary benefits are calculated, | recommend contacting your pension administrator or
employer, as they will be able to provide you with more detailed information and guidance spedific to your situation.

Figure 41 —Quality Improvement Across Iterations.

The findings from this MVP strongly support its sign-off for further development using internal data.
The project demonstrated the security of Databricks” ML development pipeline and COMPANY control
over the development of such applications.

Given the complexity of the pension industry and the diversity of its documentation, it is encouraging
that the primary errors stemmed from insufficient context — an issue that can be addressed through
further refinement of the tool. These findings underscore the importance of a clearly defined use case,
which directly informs the development of an evaluation dataset and determines whether the app
meets business requirements.

The apprentice invested significant time in collaborative sessions to clarify the tool’s requirements. For
instance, the need to divide functionality into public and internal use cases emerged only after iterative
discussions. Early in the project, both users and stakeholders often misunderstood the capabilities and
limitations of LLMs, leading to unrealistic expectations — either overly ambitious or too modest.

This difficulty in evaluating Al tools can be mitigated by providing ML/AI training to all staff involved in
the development process, ensuring they are better equipped to assess and contribute to the project.
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11 IMPLICATIONS

Most departments, processes, and applications currently used by COMPANY rely on considerable
textual analysis and expertise, all of which could benefit from either internal or public-facing
chatbots. The Data Office is preparing a list of use cases from across the business to create a
prioritised backlog of milestones for implementation. Consequently, the implications of this MVP
could significantly influence the group’s operations over the coming years. The apprentice
participated in discussions within RS about integrating this functionality into existing systems. While
this MVP primarily focused on Interactive Channels (chatbots), there is potential to streamline
processes across other areas, including Onboarding and application output channels.

Private
Information Al Information Store Interactive

Public

Information

Legislation

Output Channels

Letters

Onboarding
Discovery [ ]
Acquire
Al
Configuration
Data Configuration lication(s)
ication(s
— Carresponda -
Good warkflow, = o Processing
examples =
Data Corresponda
Data Migration [romere
=

Figure 42 - Landscape of potential Al applications (with MVP shown as Al)

This project utilised EDD - a modern SDLC approach tailored for ML, which aligns well with COMPANY
ongoing transformation towards AGILE methodologies. Further development using this approach will
support the transformative journey, including the adoption of modern documentation tools and
diagrams, such as drafting use cases in Miro boards combined with Databrick’s ML tool documentation.

/ Example use Case \

Scheme A

For every year your work at
the company you will get
1/60th of your final salary

final salary is defined as your
last salary

Add summary to knowledge -

o Query knowledge store > Share output

Trust Deed and [How to calculate|
Rules benefits

Scheme B
For every year your work at

the company you will get
1/70th of your final salary

final salary is defined as the
average of your last three
salaries

Figure 43 - use case definition example in Miro
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Figure 44 — Supplier-Driven Diagram-Centric Documentation Accompanying Technical Specifications

This project will also influence COMPANY work culture and mindset. The proposal’s popularity
reflects shift in attitudes, overcoming initial doubts about COMPANY ability to implement Al within a
reasonable timeframe. The learner succeeded in framing this MVP and other POCs in a clear,
modular, and straightforward manner, ensuring accessibility for both technical specialists and non-
technical audiences, including business managers, directors and ExCo. By focusing on specific use
cases, the project demonstrated realistic achievable goals, reducing the overwhelming vastness of
Al's potential implementations.

While some apprehension about Al remains, if often stems from lack of understanding of the
technology. Given COMPANY developmental backlog, there appears to be no risk of redundancies;
rather, employees are likely to gain tools to help manage workloads more effectively.

One potential concern is that this chatbot might fail to deliver good customer service, potentially
leading to confusion, dissatisfaction, or create challenges for vulnerable pensioners unable to correctly
interact with this new technology, unable to reach a human for assistance. These issues, however, are
not inherent to the technology and should be addressed with proper implementation, such as
designing a user-friendly and accessible UX for all audiences.

If efficiency gains from this technology eventually reduce the need for certain roles, it is anticipated
that company growth will create new positions requiring a creative, human touch — roles Al cannot
replace. Alternatively, failing to adopt efficient technology risks financial losses and potential
bankruptcy, leading to broader job losses. A managed approach to Al adoption is therefore
recommended. This should include filling positions internally, upskilling staff through training and
qualifications, and retaining valuable business experience, resulting in Al-literate employees and a
sustainable workforce.
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12 CAVEATS & LIMITATIONS

The main limitation of the MVP chatbot is its inability to handle specific scenarios or holistically analyse
the document set — both qualities essential for internal use cases. Early explorations of alternative
preprocessing approaches, such as GraphLLM methodology, showed promise in enhancing the RAG
LLM process. This approach could improve the model’s understanding of the pension industry by
leveraging vectorised interdependencies within the document collection, addressing the complexity
of RS Application and the industry at large.

A second limitation lies in the lack of Al awareness and training within EQ. Considerable time was spent
educating collaborators about the technology, a gap that could also affect the bot’s adoption and
effectiveness, as limited understanding of prompt engineering by end-users may reduce output
quality. Moreover, granting end-users the ability to select RAG files introduces risks, as incorrect,
insufficient, overly abundant, or poorly parsed and formatted files could degrade the bot’s
performance.

The third limitation relates to the bot’s knowledge base. As demonstrated, the choice of
documentation significantly influences the bot’s ability to provide accurate, ground-truth-aligned
responses. Even with carefully curated and pre-processed documents, the bot will inevitably produce
errors in some outputs. This variability must be clearly communicated to end-users as a disclaimer and
understood by stakeholders who may not be familiar with the inherent differences between ML
solutions and traditional programming. Such errors, when performed by humans are currently insured,
however similar insurance options must be researched to protect COMPANY against errors made by
an Al system.

As a data processor (not owner), COMPANY must carefully navigate compliance, governance, and risk
considerations. For example, this project avoided fine-tuning to ensure client data was not used for Al
model training. While RAG does not modify the LLM, but merely provides contextual input, contract
modifications may still be required for further development using client data after sign-off.

In its current form the RAG LLM does not utilise APIs or interact with the System of Record (SOR), yet
these are the areas with significant ROl potential. Additionally, the bot has a rudimentary logging
system keeping track of inputs and outputs, but lacks monitoring endpoints and management
dashboards, which will need to be prepared to support operational oversight.

Despite these limitations, this MVP demonstrates the value and relative simplicity of developing a
custom RAG LLM tailored to specific business requirements without compromising data quality or
ownership. Unlike other Al LLM implementations, which may necessitate client notification about data
usage, the RAG LLM only processes documentation chunks as context. This approach is functionally
equivalent to manually copying and pasting text from a publicly accessible document into a chat
prompt, though far more efficient, thanks to automated vector search.

Governance and Compliance can be maintained by assigning a dedicated SME owner to aid
documentation preparation for each implementation, while the Data Office continues to lead the
technical solution using the Databricks platform.
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13 APPENDICES

13.1 GLOSSARY

O Nk WN

10.
11.

12.
13.
14.
15.
16.
17.

18.

RAG LLM — Retrieval Augmented Generation Large Language Model — A ChatGPT like model
with access to documentation in the form of a vector store, which retrieves most relevant
chunks of text to aid LLM comprehension of context.

POC - proof of concept

Trust Deed and Rules — a defining document of a pension scheme.

CPTO — Chief Product and Technology Officer.

RS — Retirement Solutions.

BR — Business Requirement.

SOTA — State of the art, best most advanced version of a given technology

S| — Statutory Instrument - A form of legislation allowing provisions of an Act of Parliament to
be brought into force or altered without passing a new Act.

MVP — Minimum Viable Product.

Application —is a RS product to enable administration of various pension schemes.

LGPS — Local Government Pension Scheme is an example of a scheme chosen for this mvp,
defined by its government legislature (SI), which is subject to yearly updates, understanding
of which is aided through various local council guides accessible to the public.

ai-cookbook.io - a Databricks website geared towards RAG LLM development.

EDD — Evaluation Driven Development.

AGILE BDD — Agile Behaviour-Driven Development.

Ann — Approximate Nearest Neighbour

Hybrid — Ann + keyword-similarity search

GraphLLM - Graph LLM, a technique where the vector store is a graph dataset of
interconnected chunks with an understanding of relation between information pieces.

SOR — System of Record.

13.2 CoDE & DOCUMENTATION USED FOR THE PROJECT

The template notebooks were used from Databrick’s documentation and guide resources at
https://ai-cookbook.io/ (DataBricks, 2024), while modified examples given throughout the report

body.

The https://docs.databricks.com/en/index.html is a broader Databricks resource documenting their

platform, also serving as technical specification for various modular tools offered by the platform.

Technical diagrams were not necessary as these are satisfied by the tool provider — Databricks —and
would be simply reinventing a wheel. Instead, the apprentice prepared a series of business centric

diagrams and visualisations in Miro that were used throughout the collaborations and walkthrough
sessions to establish the business use case. Some were shared throughout the report body where
relevant and there are additional examples below.


https://ai-cookbook.io/
https://docs.databricks.com/en/index.html
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13.2.1 Code

Examples of Evaluation set methods used:

1. Evaluation set creation process

1. Select raw requests with feedback

2. Associate ground truth

3. For thumbs up, use either the suggested output or the response, in that order.

4. For thumbs down, use the suggested output if there is one

5. For no feedback or IDK, there is no expected response.

6. Join the above feedback tables and select the relevant columns for the eval harness
7. Get the thumbs up/down for each retrieved chunk

8. Add the expected retrieved context column

Python

d_output_col),

", _RETRIEVA

Feedback_df - request_log df.join(

th_feedback_df.dr:

Figure 45 - Attach_ground_truth and create_potential_evaluation_set methods
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:_df.withColumn(
ntext (F.col

Figure 46 - Identify_potential_eval_set_records method

13.2.2 Documentation
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Figure 47 - Early RAG LLM proposal diagram including implementation stages
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Figure 48 - Zoom in on some of the use cases
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Figure 49 - RAG and Fine Tuning Future Plan
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[\ scneme: 1
category: 1
contributions: 1
yos: 939999

- Provide weighted model for pensions
terminology. Train fine tuning based on
existing LM

- Pass document o model to read and provide
summary.

- Manipulate output to Compendia specific
configuration

© 00 0

- Output results

summarised rules weighted and verified rules

Quiput files for Compendia N
configuration

Business rules Amazon Textract Amazon Augmented Al A2l Manipulate format

Scneme:SCHBASIC.NAME
category: SCHCAT.NAME
contributions: SCHCAT AMOUNT1
ybs: 939999

Figure 50 - Simplified proposal in collaboration with RS engineering on how the RAG LLM would fit the Application software
itself - Internal use case

Removed due to sensitive content

Figure 51 - Wider Al Strategy for COMPANY analysis from which the RAG LLM Application use case was fleshed out as one of
the early goals.
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Figure 52 - Resulting timeline from COMPANY Al Strategy including RAG LLM use cases in blue

Chat Prompt Expected Answer
Yes, you can reduce your pension contributions i you join the 50/50 section of the LGPS. If you do, you'll pay
half your normal contributions and build up half your norma| pension. You'll keep full life and ill health cover
in the 50/50 section. You can move back to the main section when you are ready. Find out more about the
50/50 section on the Paying less page.

You can use the Contributions calculator to check how joining the 50/50 section would affect your take-home

1 Can | reduce my pension contributions? pay. ¥
If you want to stop your pension contributions you can opt out of the LGPS. Contact your pension fund for an
1 Can | stop my pension contributions? opt out form. You should take independent financial advice before opting out ¥

When you leave the Local Government Pension Scheme (LGPS), what happens to your pension pot depends on

your individual circumstances and the rules of the scheme.

If you have less than 2 years of qualifying service, you may be able to take a refund of your contributions (less

any statutery deductions).

I you have 2 or more years of qualifying service, you will have deferred benefits in the scheme. This means

that your pension pot will be preserved and will increase in line with the cost of living until you decide to take

your benefits, which is usually at retirement age

If you are re-employed in a job that participates in the LGPS, you may be able to ageregate your previous

pension pot with your new pension account, depending on the rules of the scheme and your individual

circumstances

It's also worth noting that if you leave your job and don't take your deferred benefits, you won't be able to

draw them unless you have left your job

| would recommend that you contact your LGPS administrator or employer for more information on what

happens to your pension pot when you leave the scheme, as they will be able to provide you with personalized

advice based on your individual circumstances. They can also help you understand your options and the rules
What happens to my pension pot when | leave LGPS? of the scheme. Bot Answer

According to the provided context, when you leave the LGPS, your pension pot will be revalued to keep up with

the cost of living. This means that your pension will increase in line with the cost of living every year, even

after you've left the scheme.

However, it's essential to note that the specific details of how your pension pot increases after leaving the

LGPS depend on the rules of the scheme and your individual circumstances. | would recommend contacting

your employer or the LGPS administering authority for more information on how your pension will be affected

when you leave the scheme,

Additionally, if you're considering leaving the LGPS, it's crucial to understand the implications of doing so and

how it may impact your pension benefits. You may want to seek guidance from your employer or a qualified
Does my pension pot increase when | leave LGPS? financial advisor to ensure you make an informed decision Bot Answer

When you leave th
the cost of living. 1
inflation, to ensur:
However, it's esser
entire pension pot
to inflation, rather

RIS .crsFae

Figure 53 - Application RAG LLM use case Questions and Answers defining desired behaviour for Review and Evaluation Set
generation

Thanks for your time yesterday and apologies | couldn’t make the meeting in the afternoon. From the discussions we have had I see 3 different use cases for an Al LGPS-specific Chatbot. (there are variations on each theme):

Use Case Comments

Legislation Expert Create a chatbot to provide an interpretation of | The Statutory Instruments (S1) This is what we are currently building.

the Scheme rules direct from the legislation _ ~
Answers to questions will come back based

on the SIs which are the definition of the
legislation. It will not be easy to read {Or at
least | find Sls hard to read!)

Member-facing chatbot | Chatbot available over the web that answers Use a number of public facing documents available on Would provide a good demonstration.
members questions about the LGPS so they existing LGPS funds websites,
don’t have to read long documents or call the
fund.

Easiest to build and test.
I have lifted some FAQs from another site that we can

e e, I think the source content {or a good portion

of it) is attached

Pension Scheme Chatbot that Pension Scheme Administrators We could use the Administrator guides lifted from here Would provide a good demonstration but
Administrator chatbot | can use to understand scheme rules enabling t http | guide would need someone who knows .

Would need someone to then write the questions.

Obviously, this model is applicable to non-LGPS specific clients, it is just the source material that would need to vary.

Figure 54 - Documenting the sub types of use cases needed for the business
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Here is the input for a Member facing chatbot:

Sources

Reference Material

there are a lot more documents available but | think they are in essence the same content
re-packaged.

FAQs for training

These have been lifted from

h
Does this give you everything you need?
Thanks

cp

Figure 55 - Documenting RAG chain doc set

13.3 STATISTICAL RIGOUR (UNCERTAINTY, BIAS, ERROR ESTIMATES)

un Nanfl mvp_13 kil mvp_13_cHill mvp_13 B mwvp 13 0 Blowp 12 Bowp 10 B mvp_11 kil mvp_11 kB mvp_11 kil mvp_11 kil mvp 11 kB mvp 11 kB8 mvp 11 Bmvp s 3 Bovp s 2 Bovp s 1 B
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Metrics and associated errors were measured in the Databricks Experiment Ul which performs all
measurements automatically against the model after EDD evaluation. Above table is a summary of all
iterations from MVP_5 onwards (before mvp_5, in phase one, iterations mainly focused on resolving
environment, dataset and pipeline issues, so there are no metric evaluations associated).

Examples of Experiment results were used throughout the report. The Experiments Ul in Databricks
offers full granularity pertaining results, from experiment wide metrics, through individual metrics
and comparisons, to individual prompt-response pair investigation and a full RAG chain trace.
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13.4FIGURES, TABLES AND VISUALISATIONS

13.4.1 Qualitative tests — Reviews and Playground comparison continued

2. Question: Who is death grant paid to?

Expected Answer (based on FAQs):

Your local pension fund has absolute discretion over who receives any lump sum death grant. This means it can

be paid to:
the person(s) you name on your expression of wish form
your personal representative(s) — this is someone who is responsible for your looking after your estate when
you die

anyone who appears to have been, at any time, a relative or dependent.
You can let your pension fund know who you would like any death grant paid to by completing an expression of
wish form. Your pension fund will take your wishes into account when deciding who the death grant is paid to.
Contact your pension fund to ask for a form.

If a death grant is not paid within two years it must be paid to your personal representative(s) and a tax charge
may apply.

If you paid AVCs and were a member of the LGPS on or after 1 April 2014, your local pension fund will use its
discretion to decide who receives any lump sum due from your AVC pot when you die. If you left the LGPS before
1 April 2014, your local pension fund must pay any lump sum due to your estate.
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Playground

Meta Liama 3.3 708 Instruct s v Expor agents_midevelopment lim_compendia_5-Compendia_RAG L.

3. Question: What death grant is paid if | die when | am still
paying into the LGPS?

FAQ Answer:

If you die when you are paying into the LGPS, a lump sum death grant of three times your annual pay is paid. It
does not matter how long you have been a member of the LGPS, you are protected from the day you join the
Scheme.

If you also have a deferred benefit and/or a pension in payment from a previous period of membership of the
LGPS, the lump sum death grant paid is the greater of:

the total of any lump sum death grants payable from the deferred benefit and/or pensions in payment
three times your annual pay at the date you die
The annual pay used to work out the death grant is based on Assumed Pensionable Pay. If an independent
registered medical practitioner certifies that you were working reduced contractual hours because of the ill
health which led to your death during the period used to work out Assumed Pensionable Pay, the amount will
increase. The Assumed Pensionable Pay is instead the pay you would have received if you had not been working
reduced contractual hours.

If you pay Additional Voluntary Contributions (AVCs) arranged through the LGPS, the value of your AVC fund is
also payable.
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‘agents_midevelopment-llm_compenciia_S-Compendia_RAG_L

ally paid t0 the member
e, The death grant i a
Hump sum payment
reumstances under which the death grant is paid may va
mended b

ur pensianable pay at the t

de i the sche
lump sum desth gras

grant would be: adm. ng sutharity

What de wish as ta wha

hiave made and the scheme's

Keep in mind that the death grant i

may be payable, su . or chidren's persion. [oor]
0 review your LGPS henel umes/midevelopem lumes/midevelopm dbfsVolumes,midevelopm
entfllen_compend . entflim_compendka

4. More examples of bot’s qualitative performance and
checks

MVP 9 uses PyMuPDF4LLM parser which transforms the pdfs into markdown files first to then chunk
and tokenize them, improving the understandability of the files for the model but also improving the
Review App Ul with markdown notation being automatically read:

e e v
chem e there is an option known as 50/50 which provides the facility to contribute less
tothe LGPS. If you elect for 50/50 you would, from your next available pay period, pay
half your nomal contributions in retum for half your normal pension. You stillretain full
life assurance and il heaith cover when you are in the 50/50 section of the Seheme . To
find out more, see the saction on Contribution f lexibility . Vour pensions choice 14 Can |
Yes, you can reduce or stop your pension contributions. The LGPS offers a 50/50 option, which allows you to contribute half make extra contributions to increase my benefits?
of your nomal contributions in retun for half of your normal pension. This option is available if you elect for the 50/50 You can inerease your benefits by paying additional contributions , known as Additional
section of the Scheme. You will sill retain full ife assurance and ill heaith cover when you are in the 50/50 section of the Pension Contributions (APCs) to buy extra LGPS pension, or by making payments to the
Scheme. Scheme 's Additional Voluntary Contributions (AVC) arrangement, or by paying
contributions into a parsonal pension, stakeholder pension or Frea- standing AVC
scheme of your own choice. These options are explained in more detail in the section on
Contribution flexibility . Is there a limit to how much | can contribute across all pension
schemes? There is currentl y no limit on the numbe r of contributions you can pay

[E midevelopment-lim compendia 8-Compendia RAG_LLM 1

Additionally, i you are paying Additional Pension Contributions {APCs) or Shared Cost Additional Pension Contributions
(SCAPCs) by regular payments, you can choose to stop paying these contributions at any time by notifying the Scheme
administrators in writing. You will be credited with the extra pension that you have paid for at the time you stop paying.

However, it's essential to note that reducing or stopping your pension contributions may affect the amount of pension you e i
receive in the future. t's recommended that you consider your individual circumstances and seek advice from your employer ra LGPS pension you can buy). However, tax relief will only be given on contributions
or a financial advisor before making any changes to your pension contributions up to 100% of your UK taxable eamings (or, if greater, £3,600 to a ' tax relief at source’
arrangement, such as a personal pension or stakeholder pension scheme) . Additionally,
under HM Revenue and Customs rules there are controls on the pension savings you can
have before you become subject to a tax charge ~ most peopl e will not be affected by
these contrc To find out more , see the section on Tax controls and your LGPS benefits
tm already paying into the LGPS in another jobis ) —can | also join in this job? I
already paying into the LGPS and you get another job where your employer offers you
membership of the Scheme, you can be a member o f the Schem e in all positions,
Is this a good response for the question? provided you are eligible to join (see the paragraph above on Who can join?) . You will

have a separate p ension account for each job and receive a separate pension at

d9Yes | GPNo  Idontknow retirement . If you leave one job before leaving the other(s), the pension from the
pension account of the job that has ended will be joined to the pension account for the
ongoing job (or, if there is more than one ongoing job, the one you choose) uless you
have met the t wo years vesting period, in which case you will,if you wish, be able to
choose within 12 months of ceasing the job that has ended (or such longer period as
your employer may allow) to kee p the pension accounts separat e.
Pension rights built up as a councillor or mayor in England or Wales cannot be joined
dbfsi/Volumes/midevelopment/lim dbfsi/Volumes/midevelopment/lim with rights built up as an employee in England or Wales and vice versa. What about my
_compendia_8/source_docs/V2. _compendia 8/source_docs/A- other non- LGPS pensions? If you have paid into another non- LGPS pension
arrangement or to the LGPS in Scotland or Northern Ireland, you may be able to transfer
your previous pension rights into the LGPS (provided you are not already taking them as
a pension). You only have 12 months from joining the LGPS to opt to transfer your
previous pension rights unless your employer allow s you longer. This is a discreti or;
you can ask your employer what their policy is on this.
Whether or not you should transfer your pension rights is not always an easy decision to
make, and you may wish to seek the help of an independent financial adviser.
For more information, see the section on Transferring pension rights into the LGPS . Your

ons choice 15 What if I've been a member before and now re- join the LGP
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[E  midevelopment-lim_compendia 9-Compendia RAG LLM 1

Can | reduce or stop my pension contributions?

pendia_RA

According to the provided it seems that you are referring to the Local Govemnment Pension Scheme (LGPS).

‘While the context does not explicitly state that you can reduce or stop your pension contributions, it does mention that you

0/50 section of the Scheme. However, this option is not available if you are already
in the 50/50 section or if you are in the process of buying extra pension through Additional Pension Contributions (APCS) or
Shared Cost Additional Pension Contributions (SCAPCs).

Itis recommended that you contact your employer or pension administrator to discuss your options and any potential
implications of reducing or stopping your pension contributions, They can provide you with more detailed information and
guidance tailored to your sp

dbfs;/Volumes/mlde

dbfsi/Volumes/mide
_compendia ¢

lopment/lim
urce_docs/V2...

elopment/llm

mpendia_ urce_docs/

the Normal Pension Age that applies to those benefits. In addition, if you were a member

of the LGPS at any time between 1 April 1998 and 30 September 2006, you may h:

Rule of 85 protections which mean that if you voluntarily retire before your Normal

Pension Age you will not suffer an actuarial reduction to some or all your benefits, or

the reduction that will apply is lower than the reduction that would apply if you had no

Rule of 85 protections. To find out more on protections for pre 1 April 2014 membership
read the section If you joined th before 1 April 2014,

Will my pension be reduced if | voluntarily retire before my
Normal Pension Age?

If you choose to retire before your Normal Pension Age your benefits will normally be
reduced to take account of being paid for longer. Your benefits are initially calculated as
detailed under the heading How is pension your worked out? and are then reduced. How
much your benafits are reduced by depends on how early you take them.

The reduct alculated in accordance with guidance by the Secretary of State
from time to time. The reduction is based on the length of time (in years and days) that
You retire early i, the period between the date your benefits are paid and your Nermal

Pension Age. The eariier you retire. the greater the reduction.

As a guide, the percentage reductions (effective from 3 July 2023) for retirements up to
13 years early are shown in the table below. Where the number of years is not exact, the
reduction percentages are adjusted accordingly.

40

colt Your pension

Number of years paid Pension reduction sum reduction

carly
o

1

13.4.2 Improvements to the evaluation dataset (FAQ questions)

For example, one FAQ question (‘What information will | need?’) forms part of a divorce section, but
itself makes no reference to this aspect, making it difficult to retrieve correct context, provide relevant

output, especially without any chat history. It is a testament to the p
the LLM caught relevant context despite this difficulty.

What information will | need?

Grounded

Input

What information will | need?

Response

Model output

As a Scheme member, you will need specific information about your
LGPS benefits, particularly if you are going through a divorce, judicial
separation, or nullity of marriage, or for dissolution, separation, or

nullity of a civil partnership.

You or your solicitor should contact your pension administrator for this

formation, including an estimate of the cash equivalent value (CEV) of
your pension rights. The Court will take this value into account in your
settlement.

You usually get one free CEV estimate each year. Any other costs for
supplying information or complying with a Court Order will be
recovered from you and/or your ex-spouse or ex-civil partner in
accordance with a schedule of charges available from your pension
administrator.

Please contact your pension administrator directly for more information
on what you need to provide and the process for obtaining the
necessary information.

Expected output

If you're going through a divorce or dissolution of a civil partnership,
you'll need to provide specific information about your LGPS benefits to
your solicitor or the court. This information may include:

1. An estimate of the cash equivalent value (CEV) of your pension
rights. You can request formation from the LGPS scheme
administrators.

2. Details about your LGPS benefits, including the type of benefits
you're entitled to, the amount of your pension, and any lump sums
you may be eligible for.

3. Information about your Normal Pension Age and when you plan to
retire.

You may also need to provide documentation, such as:

1. A statement of your LGPS benefits, which can be obtained from the
scheme administrators.

2. A copy of your LGPS pension statement or annual benefit
statement.

3. Details about any other pension schemes you may be a member of.

I¥'s recommended that you contact the LGPS scheme administrators or
your employer's HR department to request the necessary information
and documentation. They can guide you through the process and
provide you with the information you need to support your divorce or

dissolution proceedings.

otential of this technology that

Figure 56 - Experiment Investigation Ul, comparing response received against expected output
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Information™ We are required toz... #4 /Volumes/midevelopment/lim_compendia_10/source does/V2 Guide to the LGPS July 2023...

& This guide is for employees in Engla...

You will need specific information about your LGPS benefits as part of the proceedings

for a divorce, judicial separation, or nullity of mamiage, or for dissolution, separation, or

nullity of a civil partnership. You or your solicitor should contact us for this information,

including an estimate of the cash equivalent value (CEV) of your pension rights. The

The information in this booklet is b... Court will take this value into account in your settlement. In Scotland, only the pension

rights built up during your marmiage / avil partnership are taken into account.

You usually get one free CEV estimate each year. Any other costs for supplying

information or complying with a Court Order will be recovered from you and/or your exspouse or
ex-civil partner in accordance with a schedule of charges available from us.

All correspondence received by us in connection with divorce or dissolution proceedings

® *Useful links™ LG P 5 member we...

3 You will need specific information a...

will be acknowledged in writing. if no admowledgement is received, you should contact
us to ensure that your comespondence has been received.

The Court may offset the value of your pension rights against your other assets in the
divorce / dissolution settlement or it may issue a Pension Sharing Order (qualifying
agreements in Scotland) or an Earmarking Order against your pension.

Offsetting pension rights

82

Figure 57 - Context Retrieval example from Experiment Ul

13.4.3 System Message Iterations

The base message shown in below figure was changed, in early iterations where LGPS documentation
was used, to start with “You are a pensions professional expert assistant that answers questions’ and
end with ‘keep your answers brief, to the point and specific’. This caused the bot to provide answers
that were very short and often did not provide enough information when answering questions.

Figure 58 - base RAG LLM system message as provided by Databricks demo

Last sentence was replaced by ‘Start the conversation by stating the above facts about yourself in
summary form’, but this did not have the desired effect outside of the bot using more bullet points.

Figure 59 - Application RAG LLM System Message to elicit specific behaviour
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This was expanded as per figure above, however it seemed to demand too much, as the bot cannot
articulate sources without being given that information in preprocessing. Additionally, this system
prompt caused the bot to be extremely cautious to not answer from its own training data and to stick
to the context only. Since the context was quite broad and some details was missing the bot often
answered that it does not have sufficient context to provide an answer.

P expected _response

Mhe context provided does not contain specific information about the rules for determining a person's State Pension Age (SPA).
However, it does mention the "normal retirement age applicable to the eligible member under the 2008 Scheme" and "the age of 65" in
certain contexts, but it does not provide a general rule for determining SPA.

Figure 60 - question: 'What are the rules for determining a person's SPA?'

While bot’s ability to say ‘l do not know’ is especially important for the internal use case (a measure
of certainty), the public bot should instead form a safe generic answer and direct user to relevant
authority.

13.4.4 Quantitative tests — Experiments and their comparison

Comparing experiments - Mvp_5 a stable version of the public facing bot
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